
Nazar Bartosik  
(Deutsches Elektronen-Synchrotron, Hamburg)	



 on behalf of the CMS collaboration

Suzdal, Russian Federation 27.08.2014
QCD@LHC 2014

Top quark measurements in CMS



Top quark measurements in CMSNazar Bartosik

Outline

2

• Introduction	
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• top pair, ttbb/ttjj, ttH, ttW/Z	



• SM parameter constraints: αs, mtpole	



• Single top cross section	



• Top quark properties:	


• top mass, spin correlations, |Vtb|, charge asymmetry, polarisation	
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The heaviest SM particle: mt = 172.2 ± 0.8 GeV (CMS combination)	



Life time (10-25s) shorter than hadronisation time scale (10-24s)  
bare quark properties accessible: mass, |Vtb|, spin, charge,…	



Top quark mass – important Standard Model parameter	



The Higgs boson preferentially  
couples to the top quark	



Can be used for testing the SM 
consistency of mH, mW, mt 
pQCD precision tests	



Main background in many BSM 
searches

2 Update of the global electroweak fit 9
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Figure 2: Contours at 68% and 95% CL obtained from scans of MW versus mt (top) and MW versus sin2✓`e↵
(bottom), for the fit including MH (blue) and excluding MH (grey), as compared to the direct measurements
(vertical and horizontal green bands and ellipses). The theoretical uncertainty of 0.5 GeV is added to the
direct top mass measurement. In both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2✓`e↵ , all partial and full Z width measurements are excluded as well (except in
case of the orange prediction), besides the asymmetry measurements.
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85% Tevatron	


15% LHC

15% Tevatron	


85% LHC
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too, and a consistent NNLO treatment would require the
analysis of Ref. [35] to be extended to NNLO, which is
now possible with the help of the results derived in this
letter as well as Ref. [12]. Given the numerical effect is
small (a 0.7% shift at LHC 8 TeV and a 0.4% shift at the
Tevatron), in this work we take A = 0.
As can be concluded from table I the precision of the

theoretical prediction at full NNLO+NNLL is very high.
At the Tevatron, the scale uncertainty is as low as 2.2%
and just slightly larger, about 3%, at the LHC. The inclu-
sion of the NNLO correction to the gg-initiated reaction
increases the Tevatron prediction of Ref. [12] by about
1.4%, which agrees well with what was anticipated in
that reference.

Collider σtot [pb] scales [pb] pdf [pb]

Tevatron 7.009 +0.259(3.7%)
−0.374(5.3%)

+0.169(2.4%)
−0.121(1.7%)

LHC 7 TeV 167.0 +6.7(4.0%)
−10.7(6.4%)

+4.6(2.8%)
−4.7(2.8%)

LHC 8 TeV 239.1 +9.2(3.9%)
−14.8(6.2%)

+6.1(2.5%)
−6.2(2.6%)

LHC 14 TeV 933.0 +31.8(3.4%)
−51.0(5.5%)

+16.1(1.7%)
−17.6(1.9%)

TABLE II: Pure NNLO theoretical predictions for various
colliders and c.m. energies.

To assess the numerical impact from soft gluon re-
summation, in table II we present results analogous to
the ones in table I but without soft gluon resummation,
i.e. at pure NNLO. Comparing the results in the two
tables we conclude that the effect of the resummation
is a (2.2, 2.9, 2.7, 2.2)% increase in central values and
(2.4, 2.2, 2.1, 1.5)% decrease in scale dependence for, re-
spectively, (Tevatron, LHC7, LHC8, LHC14).
Next we compare our predictions with the most precise

experimental data available from the Tevatron and LHC.
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Tevatron measurements.
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FIG. 4: Theoretical prediction for the LHC as a function of
the collider c.m. energy, compared to available measurement
from ATLAS and/or CMS at 7 and 8 TeV.

The comparison with the latest Tevatron combination
[36] is shown in fig. 3. The measured value σtot = 7.65±
0.42 pb is given, without conversion, at the best top mass
measurement [37] m = 173.18 ± 0.94 GeV. From this
comparison we conclude that theory and experiment are
in good agreement at this very high level of precision.
In fig. 4 we show the theoretical prediction for the

tt̄ total cross-section at the LHC as a function of the
c.m. energy. We compare with the most precise avail-
able data from ATLAS at 7 TeV [38], CMS at 7 [39] and
8 TeV [40] as well as the ATLAS and CMS combination
at 7 TeV [41]. We observe a good agreement between
theory and data. Where conversion is provided [39], the
measurements have been converted to m = 173.3 GeV.
Finally, we make available simplified fits for the top

mass dependence of the NNLO+NNLL cross-section, in-
cluding its scale and pdf uncertainties:

σ(m) = σ(mref )
(mref

m

)4
(16)

×

(

1 + a1
m−mref

mref
+ a2

(

m−mref

mref

)2
)

.

The coefficient a1,2 can be found in table III.

CONCLUSIONS AND OUTLOOK

In this work we compute the NNLO corrections to
gg → tt̄ + X . With this last missing reaction included,
the total inclusive top pair production cross-section at
hadron colliders is now known exactly through NNLO
in QCD. We also derive estimates for the two-loop hard
matching coefficients which allows NNLL soft-gluon re-
summation matched consistently to NNLO. All results
are implemented in the program Top++ (v2.0) [33].

LHC – top quark factory	



Top pair production: via QCD interactions

NNLO        mt=173.3 GeV

arXiv: 1303.6254

Single top production: via EWK interactions

t-channel s-channel tW-channel
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t → Wb ~100%

all-hadronic
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Introduction

Top quark decay signatures
W decay defines final state

Semileptonic [e/µ]:
BR⇠30% and
manageable BG (ie.
W+jets)

Dileptonic [e/µ]:
BR⇠5% and small
BG (ie. DY+jets)

All-jets: BR⇠46%
but largest BG (ie.
QCD multijet)

⌧+jets: BR⇠15%

single-top is BG for tt̄ (and vice-versa)
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semileptonic [e/µ] BR~30%  
Bkg: W+jets, …

dileptonic [e/µ] BR~5% 
Bkg: DY+jets, … (small)

all-hadronic [e/µ] BR~46% 
Bkg: QCD multijet, … (large)

τ+jets BR~15%
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Top pair production
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dileptonic channel	


2 oppositely charged isolated high-pT  
leptons: ee, eµ, µµ – separately	


≥2 jets, ≥1 b-tagged jet	


DY and non-W/Z background data estimated	


Main systematics: JES, model uncertainties

tt̄ production

tt̄ inclusive cross section (8 TeV)
CMS-PAS-TOP-12-006 (l+jets), arXiv:1312.7582 (dilepton)

l+jets

1 isolated high-pT µ/e, �4 jets,
�1 b-tagged jet
Fit to invariant mass of the
lepton-bjet system, Mlb
QCD background shape from data
Main syst: JES, btag, Q2 &
matching scales

�tt̄ = 228.4 ± 9.0(stat)+29.0
�26.0(syst) ± 10.0(lum.) pb

dilepton New!

2 OS isolated, high-pT µ/e,
�2 jets, �1 b-tagged jet
DY and non-W/Z background
estimated from data
Main syst: JES, model
uncertainties

�tt̄ = 239 ± 2.0(stat) ± 11(syst) ± 6.0(lum.) pb

C. Diez Pardos (DESY) LaThuile, 27 February 2014 8/25

6 6 Results

section from the different sources.

Table 1: Summary of the individual contributions to the systematic uncertainty on the stt mea-
surement. The uncertainties are given in pb. The statistical uncertainty on the result is given
for comparison.

Source e+e� µ+µ� e±µ⌥

Trigger efficiencies 4.1 3.0 3.6
Lepton efficiencies 5.8 5.6 4.0
Lepton energy scale 0.6 0.3 0.2
Jet energy scale 10.3 10.8 5.2
Jet energy resolution 3.2 4.0 3.0
b-jet tagging 1.9 1.9 1.7
Pileup 1.7 1.5 2.0
Scale (µF and µR) 5.7 5.5 5.6
Matching partons to showers 3.9 3.8 3.8
Single top quark 2.6 2.4 2.3
VV 0.7 0.7 0.5
Drell–Yan 10.8 10.3 1.5
Non-W/Z leptons 0.9 3.2 1.9
Total systematic 18.6 18.6 11.4
Integrated luminosity 6.4 6.1 6.2
Statistical 5.2 4.5 2.6

6 Results

The tt production cross section is measured by counting events after applying the selection
criteria described in section 3. Table 2 shows the total number of events observed in data and
the number of signal and background events expected from simulation or estimates from data.
Table 3 lists the mean acceptance (which contains contributions from W ! tnt, with leptonic
t decays) multiplied by the selection efficiency and the branching fraction in the dilepton final
state, and the measured cross section for each of the three final states, e+e�, µ+µ�, and e±µ⌥,
which give compatible results. The e+e� and µ+µ� channels have two additional sources of
uncertainty, arising from the DY background estimation and from the propagation of the JES
to the ET/ estimation, which limit the precision of the measurement of stt in those final states.

A combination of the three final states using the BLUE method [37] yields a measured cross
section of stt = 239.0± 2.1 (stat.)± 11.3 (syst.)± 6.2 (lum.) pb for a top-quark mass of 172.5 GeV.
In the combination, the systematic uncertainties are 100% correlated across channels, except
those associated to the lepton efficiencies, which have a correlation coefficient of 0.64 for e+e�
with e±µ⌥ and 0.55 for µ+µ� with e±µ⌥. Finally, the uncertainties associated with the data-
based estimates and the statistical uncertainties are taken as uncorrelated.

In this analysis the dependence of the acceptance on the top-quark mass is found to be quadratic
within the present uncertainty of the top-quark mass [38]. The cross-section dependence in the
range 160–185 GeV can be parametrized as

stt/stt (mt = 172.5) = 1.00 � 0.009 ⇥ (mt � 172.5)� 0.000168 ⇥ (mt � 172.5)2 (1)

where mt is given in GeV. Assuming a top-quark mass value of 173.2 GeV [38], a cross section
value stt = 237.5 ± 13.1 pb is obtained.

e+τ, µ+τ channel	


exactly 1 isolated lepton e/µ	


exactly 1 reconstructed hadronic τ	


Main background: semileptonic tt  
   1 jet misidentified as τ

5

Following the final section, additional kinematic features of the tt events are studied to evaluate
the agreement between the observed data and the predicted sum of signal and background. For
each event, two combinations of the invariant mass are reconstructed by pairing the th with the
two candidate b-tagged jets: (1) in events with two or more b-tagged jets, the two combinations
are based on the two b-tagged jets with the highest value of the discriminator; (2) in events
with one b-tagged jet, this is used for the first combination, while the non-b-tagged jet with the
highest pT is used to form the second combination. For the two combinations, the invariant
mass with the lowest value is shown in Fig. 3 (left), for the eth and µth channels combined.

For each event, the top-quark mass mtop is reconstructed using the KINb algorithm [38, 39].
As there are multiple neutrinos in each event and the identification of which leptons and jets
are associated with which W boson is unknown, the reconstruction of mtop leads to an under-
constrained system. The KINb algorithm applies constraints on the W boson mass, the mass
difference between the top and anti-top quark, and the longitudinal momentum of the dilep-
ton system. For each event, solutions to the kinematic equations are evaluated, varying the jet
momenta and the direction of Emiss

T within their resolutions. For each set of variations and each
lepton-jet combination, the kinematic equations allow up to four solutions; the one with the
lowest tt invariant mass is accepted if the mass difference between the two top quarks is less
than 3 GeV. For each event, the accepted solutions corresponding to the two possible lepton-jet
combinations are counted and the combination with the largest number of solutions is chosen
and mtop is obtained by fitting the peak of this distribution. The events in which solutions are
found are shown in Fig. 3 (right). Data are in agreement with the expected sum of signal and
background events.
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Figure 3: (left) Minimum invariant mass reconstructed by pairing the th with either a b-jet
candidate or with the highest pT non b-tagged jet, as described in the text. (right) Distribution of
the reconstructed top-quark mass mtop for the `th candidate events after the full event selection.
Data (points) are compared with the sum of signal and background yields, for the eth and µth
channels combined. The simulated contributions are normalised to the SM predicted values.
The hatched area shows the total uncertainty. The last bins include the overflow events.

5 Background estimate

The main background (misidentified th) comes from events with one lepton (electron or muon),
significant Emiss

T , and three or more jets, where one jet is misidentified as a th jet [6]. The

10 References

measured cross section is stt = 257 ± 3 (stat) ± 24 (syst) ± 7 (lumi) pb for a top-quark mass of
172.5 GeV. This measurement improves over previous results in this decay channel, and it is in
good agreement with the standard model expectation and other measurements of the tt cross
section at same centre-of-mass energy.
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Good agreement with theory predictions

5.2 Alternative approach using M3 7

An uncertainty of 4.4% [26] is assigned to the knowledge of the luminosity.

Table 2 provides an overview of the contributions to the systematic uncertainty on the com-
bined cross-section measurement.

Table 2: Overview of the systematic uncertainties (in %) on the cross-section measurement.
Uncertainties marked with (*) are obtained from 7 TeV. The luminosity uncertainty of 4.4% is
not included in the total.

Systematic Combined fit
dstt (%)

Jet Energy Scale +4.3 -5.0
Jet Energy Resolution +0.5 -1.1

Pileup +0.7 -0.7
Background Composition +0.1 -0.1

W + Jets template shape from unweighted 7 TeV +0.9 -0.9
Normalisation of data-driven multijet shape +0.9 -0.9

b tagging efficiency measurement +8.0 -8.0
Trigger Efficiency +3.2 -2.8
Lepton selection +2.8 -2.4

Factorization scale (*) +6.2 -2.1
ME-PS Matching threshold (*) +4.6 -3.1

PDF uncertainties (*) +1.6 -2.0
Top Quark Mass (*) +0.3 -1.4

Total +12.7 -11.4
Luminosity +4.4 -4.4

5.2 Alternative approach using M3

The M3 distributions in the electron and muon channel are shown in Figure 3. Good agreement
is observed between data and the templates. Results are compatible with the Mlb analysis.

6 Summary
We performed a measurement of the tt production cross section at

p
s = 8 TeV, using the data

collected with the CMS detector corresponding to an integrated luminosity of up to 2.8 fb�1.

The tt cross section is extracted using a binned maximum likelihood fit of templates from sim-
ulated events to the data sample. From the combined analysis of the electron + jets and the
muon + jets channels we obtain a result of:

stt = 228.4 ± 9.0 (stat.)+29.0
�26.0 (syst.)± 10.0 (lum.)pb,

in agreement with QCD predictions, based on the full NLO matrix elements and approximate
NNLO calculations, which provide: stt = 202.5+11.3

�14.5 ±8.5 pb (for ABM11 PDFs) [27], stt =

249.9+14.0
�18.2

+6.2
�6.3 pb (for MSTW PDFs) [27], stt = 228.6+18.2

�19.8
+5.6
�5.9 pb [28], stt = 234+10

�7 ±12 pb [29],
stt = 224.7+11.8

�12.2
+10.8
�11.6 pb [30], where the first uncertainty is from scale variation and the second

from PDF.
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4 4 Probabilistic Approach
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Figure 1: Predicted tt cross section at NNLO+NNLL, as a function of the top-quark pole mass
(left) and of the strong coupling constant (right), using five different NNLO PDF sets, com-
pared to the cross section measured by CMS assuming mt = mpole

t . The uncertainties on the
measured stt as well as the renormalization and factorization scale and PDF uncertainties on
the prediction with NNPDF2.3 are illustrated with filled bands. The uncertainties on the stt
predictions using the other PDF sets are indicated only in the right panel at the corresponding
default aS(mZ) values. The mpole

t and aS(mZ) regions favored by the direct measurements at
the Tevatron and by the latest world average, respectively, are shown as hatched areas. In the
left panel, the inner (solid) area of the vertical band corresponds to the original uncertainty
of the direct mt average, while the outer (hatched) area additionally accounts for the possible
difference between this mass and mpole

t .

relative uncertainty of 4.1% on the measured stt is independent of mt to very good approxima-
tion.

Changes of the assumed value of aS(mZ) in the simulation used to derive the acceptance cor-
rections can alter the measured stt as well, which is discussed in this Letter for the first time.
QCD radiation effects increase at higher aS(mZ), both at the matrix-element level and at the
hadronization level. The aS(mZ)-dependence of the acceptance corrections is studied using the
NLO CTEQ6AB PDF sets [50], and the POWHEG BOX 1.4 [51, 52] NLO generator for tt produc-
tion interfaced with PYTHIA 6.4.24 [53] for the parton showering. Additionally, the impact of
aS(mZ) variations on the acceptance is studied with standalone PYTHIA as a plain leading-order
generator with parton showering and cross-checked with MCFM 6.2 [54] as an NLO prediction
without parton showering. In all cases, a relative change of the acceptance by less than 1% is
observed when varying aS(mZ) by ±0.0100 with respect to the CTEQ reference value of 0.1180.
This is accounted for by applying an aS(mZ)-dependent uncertainty to the measured stt. This
additional uncertainty is also included in the uncertainty band shown in Fig. 1. Over the rele-
vant aS(mZ) range, there is almost no increase in the total uncertainty of 4.1% on the measured
stt.

In the mt and aS(mZ) regions favored by the direct measurements at the Tevatron and by the
latest world average, respectively, the measured and the predicted cross section are compati-
ble within their uncertainties for all considered PDF sets. When using ABM11 with its default
aS(mZ), the discrepancy between measured and predicted cross section is larger than one stan-
dard deviation.

4 Probabilistic Approach

In the following, the theory prediction for stt is employed to construct a Bayesian prior to
the cross section measurement, from which a joint posterior in stt, mpole

t and aS(mZ) is derived.
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Table 3: Results obtained for aS(mZ) by comparing the measured tt cross section to the
NNLO+NNLL prediction with different NNLO PDF sets. The total uncertainties account for
the full uncertainty on the measured cross section (smeas

tt ), the PDF and scale (µR,F) uncertain-
ties on the predicted cross section, the uncertainty assigned to the knowledge of mpole

t , and the
uncertainty of the LHC beam energy (ELHC).

aS(mZ)
Uncertainty on aS(mZ)

Total smeas
tt PDF µR,F mpole

t ELHC

ABM11 0.1187 +0.0024
�0.0024

+0.0013
�0.0015

+0.0015
�0.0014

+0.0006
�0.0005

+0.0010
�0.0010

+0.0006
�0.0006

CT10 0.1151 +0.0030
�0.0029

+0.0018
�0.0018

+0.0018
�0.0016

+0.0008
�0.0007

+0.0012
�0.0013

+0.0007
�0.0007

HERAPDF1.5 0.1143 +0.0020
�0.0020

+0.0012
�0.0013

+0.0010
�0.0009

+0.0005
�0.0004

+0.0010
�0.0010

+0.0006
�0.0006

MSTW2008 0.1144 +0.0026
�0.0027

+0.0017
�0.0018

+0.0012
�0.0011

+0.0008
�0.0007

+0.0012
�0.0013

+0.0007
�0.0008

NNPDF2.3 0.1151 +0.0028
�0.0027

+0.0017
�0.0018

+0.0013
�0.0011

+0.0009
�0.0008

+0.0013
�0.0013

+0.0008
�0.0008

ization scales with a Gaussian instead of the flat prior results in only minor changes of the mpole
t

and aS(mZ) values and uncertainties. With the precise NNLO+NNLL calculation, these scale
uncertainties are found to be of the size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on aS(mZ),
i.e., of the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of 0.65% [59] and thus the center-of-
mass energy of 7 TeV with an uncertainty of ±46 GeV. Based on the expected dependence of
stt on

p
s, this can be translated into an additional uncertainty of ±1.8% on the comparison

of the measured to the predicted tt cross section, which yields an additional uncertainty of
±(0.5–0.7)% on the obtained mpole

t and aS(mZ) values.

For the main results of this Letter, the mpole
t and aS(mZ) values determined with the parton

densities of NNPDF2.3 are used. The primary motivation is that parton distributions derived
using the NNPDF methodology can be explicitly shown to be parametrization independent, in
the sense that results are unchanged even when the number of input parameters is substantially
increased [60].

In summary, a top-quark pole mass of 176.7+3.0
�2.8 GeV is obtained by comparing the measured

cross section for inclusive tt production in proton-proton collisions at
p

s = 7 TeV to QCD calcu-
lations at NNLO+NNLL. Due to the small uncertainty on the measured cross section and the
state-of-the-art NNLO calculations, the precision of this result is higher compared to earlier de-
terminations of mpole

t following the same approach. This extraction provides an important test of
the mass scheme applied in Monte Carlo simulations and gives complementary information,
with different sensitivity to theoretical and experimental uncertainties, than direct measure-
ments of mt. Alternatively, aS(mZ) = 0.1151+0.0028

�0.0027 is obtained from the tt cross section when
constraining mpole

t to 173.2 ±1.4 GeV. This is the first determination of the strong coupling con-
stant from top-quark production and the first aS(mZ) result at full NNLO QCD obtained at a
hadron collider.
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Figure 6: Normalised differential tt production cross section as a function of the pt
T (top left)

and yt (top right) of the top quarks, and the ptt
T (middle left), ytt (middle right), and mtt (bottom)

of the top-quark pairs. The superscript ‘t’ refers to both top quarks and antiquarks. The inner
(outer) error bars indicate the statistical (combined statistical and systematic) uncertainty. The
measurements are compared to predictions from MADGRAPH, POWHEG, and MC@NLO and
approximate NNLO [8] calculations, when available. The MADGRAPH prediction is shown
both as a curve and as a binned histogram.
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Figure 6: Normalised differential tt production cross section as a function of the pt
T (top left)

and yt (top right) of the top quarks, and the ptt
T (middle left), ytt (middle right), and mtt (bottom)

of the top-quark pairs. The superscript ‘t’ refers to both top quarks and antiquarks. The inner
(outer) error bars indicate the statistical (combined statistical and systematic) uncertainty. The
measurements are compared to predictions from MADGRAPH, POWHEG, and MC@NLO and
approximate NNLO [8] calculations, when available. The MADGRAPH prediction is shown
both as a curve and as a binned histogram.
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Figure 6: Normalised differential tt production cross section as a function of the pt
T (top left)

and yt (top right) of the top quarks or antiquarks, the ptt
T (middle left), mtt (middle right), and ytt

(bottom) of the top-quark pairs. The inner (outer) error bars indicate the statistical (combined
statistical and systematic) uncertainty. The measurements are compared to predictions from
MADGRAPH +PYTHIA, POWHEG +PYTHIA, MC@NLO +HERWIG, and to an approximate NNLO
calculation [8], when available. The MADGRAPH +PYTHIA prediction is shown both as a curve
and as a binned histogram.
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Figure 6: Normalised differential tt production cross section as a function of the pt
T (top left)

and yt (top right) of the top quarks or antiquarks, the ptt
T (middle left), mtt (middle right), and ytt

(bottom) of the top-quark pairs. The inner (outer) error bars indicate the statistical (combined
statistical and systematic) uncertainty. The measurements are compared to predictions from
MADGRAPH +PYTHIA, POWHEG +PYTHIA, MC@NLO +HERWIG, and to an approximate NNLO
calculation [8], when available. The MADGRAPH +PYTHIA prediction is shown both as a curve
and as a binned histogram.
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Figure 2: Normalised differential cross-section as a function of jet multiplicity for jets with
pT >30 GeV (top row), pT >60 GeV (middle row) and pT >100 GeV (bottom row). In the
figures on the left the data are compared with predictions from MADGRAPH and POWHEG
interfaced with PYTHIA and MC@NLO interfaced with HERWIG. The figures on the right show
the behaviour of the MADGRAPH generator when varying the Q2 and matching scales. The
errors on the data points indicate the statistical (inner bars) and the total uncertainty.
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the measured ones. MC@NLO interfaced with HERWIG describes the data well as the function
of the first additional jet pT but gives higher values of the gap fraction as a function of the sec-
ond leading jet and HT. MADGRAPH with decreased scales worsens the agreement with data,
while the other variations provide similar descriptions of the data as the nominal MADGRAPH
simulation.
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Figure 7: Measured gap fraction as a function of the leading additional jet pT (left), second lead-
ing additional jet pT (middle) and of HT (right). Data are compared to predictions from MAD-
GRAPH, POWHEG interfaced with PYTHIA and MC@NLO interfaced with HERWIG (top row) and
to MADGRAPH with varied Q2 and jet-parton matching scales (bottom row). For each bin the
threshold is defined at the value where the data point is. The errors on the data points indicate
the statistical uncertainty. The shaded band corresponds to the statistical uncertainty and the
total systematic uncertainty added in quadrature.

The gap fraction is obtained in different pseudorapidity regions of the additional jets, the re-
sults are presented in Fig. 8, Fig. 9 and Fig. 10 as a function of the leading additional jet pT,
second leading additional jet pT and of HT, respectively. The gap fraction values predicted
by MADGRAPH and POWHEG interfaced with PYTHIA are similar in all h regions, slightly be-
low the measured ones; while MC@NLO yields higher values of the gap fraction in the central
region. In the case of the second leading jet pT all theory predictions agree with data within
systematic uncertainties.

The total systematic uncertainty is about 3% for low values of the threshold (pT or HT) and
decreases to 0.2% for values of the thresholds above 200 GeV. Dominant systematics arise from
the uncertainty of the jet energy scale and the background contamination, corresponding to
approximately 2% for the smallest pT and HT values and 0.5% on average, respectively. Other
sources with a smaller impact on the total uncertainty are the b-tagging efficiency, jet energy
resolution, pileup and the chosen simulated sample used to correct the data to particle level.
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the measured ones. MC@NLO interfaced with HERWIG describes the data well as the function
of the first additional jet pT but gives higher values of the gap fraction as a function of the sec-
ond leading jet and HT. MADGRAPH with decreased scales worsens the agreement with data,
while the other variations provide similar descriptions of the data as the nominal MADGRAPH
simulation.
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Figure 7: Measured gap fraction as a function of the leading additional jet pT (left), second lead-
ing additional jet pT (middle) and of HT (right). Data are compared to predictions from MAD-
GRAPH, POWHEG interfaced with PYTHIA and MC@NLO interfaced with HERWIG (top row) and
to MADGRAPH with varied Q2 and jet-parton matching scales (bottom row). For each bin the
threshold is defined at the value where the data point is. The errors on the data points indicate
the statistical uncertainty. The shaded band corresponds to the statistical uncertainty and the
total systematic uncertainty added in quadrature.

The gap fraction is obtained in different pseudorapidity regions of the additional jets, the re-
sults are presented in Fig. 8, Fig. 9 and Fig. 10 as a function of the leading additional jet pT,
second leading additional jet pT and of HT, respectively. The gap fraction values predicted
by MADGRAPH and POWHEG interfaced with PYTHIA are similar in all h regions, slightly be-
low the measured ones; while MC@NLO yields higher values of the gap fraction in the central
region. In the case of the second leading jet pT all theory predictions agree with data within
systematic uncertainties.

The total systematic uncertainty is about 3% for low values of the threshold (pT or HT) and
decreases to 0.2% for values of the thresholds above 200 GeV. Dominant systematics arise from
the uncertainty of the jet energy scale and the background contamination, corresponding to
approximately 2% for the smallest pT and HT values and 0.5% on average, respectively. Other
sources with a smaller impact on the total uncertainty are the b-tagging efficiency, jet energy
resolution, pileup and the chosen simulated sample used to correct the data to particle level.
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Figure 2: Normalised differential cross-section as a function of jet multiplicity for jets with
pT >30 GeV (top row), pT >60 GeV (middle row) and pT >100 GeV (bottom row). In the
figures on the left the data are compared with predictions from MADGRAPH and POWHEG
interfaced with PYTHIA and MC@NLO interfaced with HERWIG. The figures on the right show
the behaviour of the MADGRAPH generator when varying the Q2 and matching scales. The
errors on the data points indicate the statistical (inner bars) and the total uncertainty.
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tt+tt has very small cross section in the SM	



May be enhanced in some  
new physics scenarios

1

1 Introduction

In the standard model (SM) the production of four top quarks (tttt) proceeds via gluon or quark-
antiquark fusion. A Feynman diagram for this process is shown in Fig. 1. The leading-order
cross section for the production of four top quarks at the LHC is predicted to be extremely
small: sSM

tttt ⇡ 1 fb at
p

s = 8 TeV [1]. Next-to-leading order corrections to this cross section
are positive and are of the order of 20-30% [2]. The main background is pair production of top
quarks with additional jets, a process that has a cross section five orders of magnitude larger
[3]. Hence, the tttt process has not yet been measured.

g

g

t

t

t

t
g

Figure 1: A Feynman diagram of tttt production in the SM via gluon fusion is shown.

In this analysis, SM tttt production is considered as the signal process. As the complete 2012
8 TeV dataset recorded by the Compact Muon Solenoid (CMS) corresponds to 19.6 fb�1 of in-
tegrated luminosity, one could expect the presence of approximately 20 tttt events in the data.
Due to the very large tt background, direct observation of these events leading to a measure-
ment of stttt is unlikely with this dataset. However, in many beyond the standard model (BSM)
physics models involving the presence of massive coloured bosons, Higgs and top quark com-
positeness and extra dimensions, stttt is greatly enhanced[2, 4–6]. In supersymmetric extensions
of the SM, multi-top final states are produced via the cascade decays of coloured supersymmet-
ric particles such as squarks and gluinos [7]. As a result, this analysis will be complementary
to the numerous searches for supersymmetric signals containing four top quarks where the
kinematics of the top quarks are similar to those of SM tttt production. The ATLAS and CMS
collaborations have already set limits on the production of tttt in simplified supersymmetric
models using events containing a single, two or three leptons in the 8 TeV LHC dataset [8–12].

In this analysis we assume that the top quark decays with BR(t ! bW) = 1, consistent with
SM expectations. The analysis exploits kinematic reconstruction techniques and multivariate
analysis to discriminate tttt signal from tt background in the final state where only one of the W
bosons in the event decays to a muon (µ + jets channel) or electron (e + jets channel). The anal-
ysis is documented as follows: Sections 2 and 3 present the used data and simulated samples
and the event reconstruction. Section 4 summarises the event selection. The event classifica-
tion, reconstruction of top quark candidates and combination in a discriminating variable to
reduce the tt background is described in Section 5. Finally, Section 6 presents the statistical
interpretation of the results and limit obtained on stttt.

6 6 Systematic uncertainties and limit extraction
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Figure 4: The Ntags distributions for data and simulation in the µ + jets channel (left) and e +
jets channel (right) are shown.
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Figure 5: The BDT discriminator distributions for data and simulation in the µ + jets channel
(left) and e + jets channel (right) are shown.

6 Systematic uncertainties and limit extraction

The systematic uncertainties considered in this analysis may be separated into two categories:
uncertainties that affect the normalisations of the BDT output distributions of the signal and
backgrounds and those that affect the shapes of the background BDT output distributions. For
shape uncertainties, as the sample of events selected by the baseline selections are dominated
by tt events, only the effect on the tt component is considered. In this section, the methods of
calculation for each source of systematic uncertainty are discussed.

6.1 Normalisation uncertainties

Luminosity A luminosity uncertainty of 2.6% is included [26].

Theoretical cross sections As the tt process dominates the sample of events selected by the
baseline selection, the cross section uncertainty on this process is expected to be dominant with
respect to the uncertainties on the other cross sections. The uncertainty on the tt cross section
is taken from [3]. It is an asymmetric error of +2.5%

�3.4% (scaling) +2.5%
�2.6% (pdf).

6.2 Shape uncertainties

Scales and matching threshold The effect of missing higher order contributions in the tt sim-
ulation is quantified by re-running the analysis with alternative tt samples that have been gen-
erated with the choice of renormalisation and factorisation scales varied upwards and down-

4 4 Comparison between Data and Monte-Carlo

To estimate the background from Z/g⇤+jets events contributing to µ+µ� and e+e� final states,
we use the method described in Refs. [26, 27]. The number of Z/g⇤+jets events in data that
pass the Z-boson veto on Mll can be estimated from the number of events in data with a dilep-
ton invariant mass within 76 < Mll < 106 GeV/c, scaled by the ratio (Rout/In) of events that
fail and that pass this selection, which is estimated from the simulated Z/g⇤+jets event sam-
ple. The multijet background contribution mostly from semileptonic decays of bb̄ is estimated
directly from the data. Differential distributions of this background are obtained by inverting
the isolation cut for both leptons. We extrapolate the multijet background estimate from the
non-isolated region to the isolated region of the phase space by applying a normalization fac-
tor obtained in like-sign dilepton sample, where a cascade decay of one of the b quarks can lead
to a like-sign muon pair.

4 Comparison between Data and Monte-Carlo

The b-tagged jet multiplicity distributions for the tight working points of the b-tagging algo-
rithm for a minimum pT of the particle level jets of 20 and 40 GeV/c after requiring the presence
of at least four jets (S1-S4) before the final selection, are presented in Fig 1. The normalizations
of the simulation were obtained from the fit to the data described in Section 5. A comparison
of the simulated and observed event yields after the full event selection (S1-S5) are shown in
Tables 1–2. After the full event selection has been applied, the event sample is found to be dom-
inated by tt̄jj events. There is a good agreement between data and the predicted distributions.
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Figure 1: Distributions of the b-jet multiplicity in events with particle level jets with a minimum
pT of 20 (left) and 40 GeV/c (right) after the requirement of at least four reconstructed jets. The
distributions correspond to the sum of the ee, µµ and eµ final states. Data are compared with
Monte Carlo simulations where the tt̄bb̄ process is required to have two additional b-jets, tt̄cc̄
to have at least two c-jets, tt̄bj to have exactly one additional b-jet and tt̄LF events are from
light flavor partons such as gluon, u, d or s quark. The contribution labeled ”tt̄ others” is from
top quark pair events that do not pass the visible phase space definition. The normalizations of
the simulation were obtained from the fit to the data, as described in the text. The sum of the
statistical and the systematic uncertainties are shown as hatched regions while only statistical
uncertainty is shown in the ratio.
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Figure 1: Distributions of the b-jet multiplicity in events with particle level jets with a minimum
pT of 20 (left) and 40 GeV/c (right) after the requirement of at least four reconstructed jets. The
distributions correspond to the sum of the ee, µµ and eµ final states. Data are compared with
Monte Carlo simulations where the tt̄bb̄ process is required to have two additional b-jets, tt̄cc̄
to have at least two c-jets, tt̄bj to have exactly one additional b-jet and tt̄LF events are from
light flavor partons such as gluon, u, d or s quark. The contribution labeled ”tt̄ others” is from
top quark pair events that do not pass the visible phase space definition. The normalizations of
the simulation were obtained from the fit to the data, as described in the text. The sum of the
statistical and the systematic uncertainties are shown as hatched regions while only statistical
uncertainty is shown in the ratio.
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pass the visible phase space requirement. There are also a contribution from single-top, Drell-
yan and multi-jet processes. The Drell-yan and multi-jet processes are estimated using a method
based on data. The number of events for the data-driven background are fixed in the fitting.
Since these contributions are small and the shapes of these background are similar to ttll, it
is expected that these backgrounds do not affect our measurement significantly. In order to
quantify the effect, we varied these contributions up and down with 50% uncertainty individ-
ually. The 50% variation of single-top process is conservative choice as this is larger than the
uncertainty of measured single-top cross section [28]. Single-top and Drell-yan variations give
0.8% uncertainties. The uncertainty due to multi-jet is 0.1% on the final result. Overall 1% due
to the background estimation is assigned.

The dependence of the correction factor to particle level on the assumptions made in the MC
simulation is another source of systematic uncertainty. MADGRAPH or POWHEG have been
compared in order to evaluate the impact on the applied correction to particle level. To eval-
uate its impact, obtaining a difference of 3% on the acceptance ratio is taken as systematic
uncertainty.

The tt̄bb̄ cross section strongly depends on the renormalization and factorization scale [12, 13].
Dedicated simulation samples were used to estimate this uncertainty, where the factorization
and renormalization scales Q2 were varied simultaneously by a factor two and one half scale.
The impact of the additional jet production due to the choice of the scale separating matrix
elements (ME) and parton shower (PS) in MADGRAPH is assessed by varying the matching
threshold between ME and PS using dedicated samples with a factor two and one half scale
with respect to its reference value of 20 GeV/c. An uncertainty of 6% and 3% is estimated from
the impact of Q2 scale and PS.

Depending on the fraction of tt̄cc̄ and tt̄bb̄, the acceptance of tt̄jj can also be modified slightly. In
order to quantify the difference on the acceptance ratio, we varied the tt̄cc̄ and tt̄bb̄ contribution
by 50% up and down. The tt̄cc̄ variation gives 0.5% variation and the tt̄bb̄ variation gives 1.2%
variation on the acceptance ratio. If we vary up two processes at the same time, we observed
1.6% variation on the acceptance ratio. We assigned 1.6% on the acceptance ratio due to heavy
flavor fraction. The variation of tt̄cc̄ can also alter the combined template of tt̄cc̄ and tt̄LF. A
4% uncertainty due to this varied tt̄cc̄ for the fitting is also assigned additionally.

The uncertainties considered in this analysis are summarized in Table 3.

7 Result

After correcting for the efficiency ratio and taking into account the systematic uncertainty, we
measure the cross section ratio, s(tt̄bb̄)/s(tt̄jj) in the visible phase space using the CSV b-
tagging discriminator. The measured cross section ratio for events with particle level jets with
a minimum pT of the particle level jets of 20 and 40 GeV/c is

s(tt̄bb̄)/s(tt̄jj) = 0.023 ± 0.003(stat.)± 0.005(syst.) at pT > 20 GeV/c (3)

s(tt̄bb̄)/s(tt̄jj) = 0.022 ± 0.004(stat.)± 0.005(syst.) at pT > 40 GeV/c (4)

This number can be compared to the predictions using MADGRAPH (POWHEG), which is 0.016
(0.017) ± 0.002 and 0.013 (0.014) ± 0.002 for a minimum pT of the particle level jets of 20 and
40 GeV/c, respectively. The present result is based on particle level jets clustered with final
state stable particles. We can compare the present result with NLO QCD calculations based
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wards by a factor of two. The effect of the choice of the threshold used to match the matrix
element level particles to the particles created in the parton showering stage of the tt simula-
tion is also considered. The matching threshold is varied upwards to a value of 40 GeV and
downwards to a value of 20 GeV to estimate this uncertainty.

JEC, JER, B-tagging, Pileup, Lepton ID To evaluate the systematic effect due to imperfect
knowledge of the JEC, JER, b-tagging scale factors and minimum bias cross-section used in the
pileup reweighing procedure they are varied by ±1s.

tt + bb̄ re-weighting A systematic uncertainty due to the imperfect knowledge of the size of
the tt + bb̄ contribution in the tt simulation is estimated. CMS has measured the sttbb/sttjj ratio
measured at

p
s= 7 TeV and

p
s= 8 TeV with consistent observations of an excess of tt + bb

events in data [23, 24]. As previously mentioned a re-weighting procedure is applied to the tt
simulation in order to reproduce the measured cross section ratio. A systematic uncertainty is
estimated by varying the weight applied to tt + bb events according to the ±1s uncertainties
of the sttbb/sttjj measurement. However as the measurement of the sttbb/sttjj ratio imposes
different kinematic requirements than this analysis and in order to be conservative these un-
certainties are doubled.

6.3 Limit extraction

No significant excess of events consistent with tttt production is observed. Therefore an upper
limit is calculated on stttt. The limit setting proceeds by performing a simultaneous maximum
likelihood fit to the BDT output distributions of signal and background simulation to the BDT
distributions of data with stttt as the parameter of interest using the HistFactory package [27].
The systematic uncertainties on the normalisation and shapes of the distributions are treated
as nuisance parameters in the fit. Statistical uncertainties are taken into account by applying
a lightweight version of the Beeston and Barlow method where one nuisance parameter is
associated with the total Monte Carlo estimate and statistical uncertainty in each bin [28].

The frequentist CLs approach using the asymptotic approximation is adopted to measure the
upper limit using the RooStats package [29]. The limits calculated at 95% C.L. on the absolute
cross-section sSM

tttt are 42+18
�13 fb (expected) and 63 fb (observed).

7 Conclusions

A search for events containing four top quarks has been performed using the 2012 CMS dataset
of 19.6 fb�1 at

p
s = 8 TeV. The analysis focuses on the µ + jets and e + jets final states. The

analysis is made up of three stages. Firstly, a baseline selection is defined that is used to broadly
select signal events while suppressing backgrounds. Secondly, to further enhance sensitivity to
four top production, an event classification scheme based on a BDT algorithm is defined. The
BDT algorithm exploits the differences in event activity, b-content and top-content to discriminate
between signal and background. Thirdly, no excess of data events over the tt background is
observed, therefore upper limits on sSM

tttt of 42+18
�13 fb (expected) and 63 fb (observed) are calcu-

lated.
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to vector bosons (kV) and fermions (kf), profiling all other nuisances, extracted using only the
ttH analysis channels. The contour lines at 68% CL (solid line) and 95% CL (dashed line) are
shown. The best-fit and SM predicted values of the coupling modifiers (kV, kf) are given by the
black cross and the open diamond, respectively.
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1 Introduction

Two decades after the discovery of the top quark [1, 2], many of its properties are still to be
determined or are only loosely constrained by experimental data. Among these properties are
the couplings between the top quark and the vector bosons.

The existence of non-zero couplings between the top quark and the neutral vector bosons can
be inferred through the analysis of direct production of tt pairs in association with a g or a Z
boson. The CERN LHC allows these two processes to be disentangled and the corresponding
couplings to be measured. The associated production of tt pairs with a W boson, the ttW
process, has a cross section similar to ttZ and ttg production. All three processes can be used
to test the internal consistency of the standard model (SM) [3–5] and search for the presence of
new physics. Despite their small cross sections, they are significant backgrounds to analyses
that probe phenomena with even smaller, or comparable, cross sections. Examples are searches
for supersymmetry [6–8] in same-sign dilepton [9] and in multilepton [10] final states, and the
analysis of the SM ttH process with the Higgs boson and the top quarks decaying leptonically.

The measurement of the ttg process has been documented by the CDF Collaboration [11] for
proton-antiproton collisions at a centre-of-mass energy

p
s = 1.96 TeV. This article presents

instead the measurement of cross sections for the ttW and ttZ processes in proton-proton (pp)
collisions at

p
s = 8 TeV. The analysis is based on data corresponding to an integrated lumi-

nosity of 19.5 fb�1 collected with the CMS detector at the LHC in 2012. Unlike the previous
observation of the ttV process (V equal to Wor Z) at

p
s = 7 TeV [12], here the ttW process is

treated separately.

Three leptonic (e and µ) final states are considered: same-sign dilepton events, trilepton events,
and four-lepton events. The same-sign dilepton events are used for the measurement of the ttW
process, where one lepton originates from the leptonic decay of one of the two top quarks and
the other like-sign lepton is produced in the decay of the prompt vector boson. The trilepton
events are used for the identification of ttZ events in which one lepton is again produced from
the leptonic decay of one of the two top quarks, and the two other opposite-sign and same-
flavour leptons stem from the decay of the Z boson. The four-lepton events are used to identify
ttZ events in which both the top quarks and the Z boson decay leptonically. For all three
signatures, signal events containing leptonic t decays are implicitly included.

d

u

d

g

W+

t

t

g

g

g

t

t

Z

Figure 1: The dominant leading-order Feynman diagrams for ttW and ttZ production in pp
collisions. The charge conjugate of the diagrams shown is implied.

Figure 1 shows the most important leading-order Feynman diagrams for ttW and ttZ produc-
tion in pp collisions. For pp collisions at

p
s = 8 TeV, the current best estimates of the cross

sections for these processes are based on quantum chromodynamics (QCD) calculations at next-
to-leading-order (NLO) in as. Using CT10 NLO [13] parton distribution functions (PDF) and a
top-quark mass of 173 GeV, the software framework MADGRAPH5 aMC@NLO [14, 15] provides
a cross section of 206+21
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Figure 2: Event yields in data after final dilepton selection requirements, compared to the back-
ground estimates and signal expectations. Contributions separated by final states (top left), tri-
jets mass distribution for the hadronic top-quark candidate (top right), HT distribution (bottom
left), and the leading-lepton pT distribution (bottom right). The combination of statistical and
systematic uncertainties is denoted by the shaded area.
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Figure 3: Event yields in data after final trilepton selection requirements, compared to the
background estimates and signal expectations. Contributions separated by final states where
the two leptons consistent with the Z boson are indicated inside parenthesis on the bin labels
(top left), trijets mass distribution for the hadronic top-quark candidate (top right), Z-boson
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6 Four-lepton analysis

The aim of the four-lepton analysis is to select events originating from the process:

pp ! ttZ ! (t ! b`n)(t ! b`n)(Z ! ``).

These events are characterized by a pair of same-flavour, opposite-sign leptons (e and µ) with
an invariant mass that is close to the nominal Z-boson mass and two additional prompt leptons.

Since the branching fraction of ttZ to four leptons is very low, it is a challenge to maintain
high signal efficiency and at the same time reject as much background as possible. To that end,
the events are separated into two categories, one of which has a significantly higher signal-
to-background ratio than the other. The event selection has been optimized using the signal

SS dilepton  
ttW

trilepton  
ttZ
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Figure 5: The result of the two-dimensional best fit for ttW and ttZ cross sections (cross sym-
bol) is shown along with its 68 and 95% confidence level contours. The result of this fit is
superimposed with the separate ttW and ttZ cross section measurements, and the correspond-
ing 1 standard deviation (1s) bands, obtained from the dilepton, and the trilepton/four-lepton
channels, respectively. The figure also shows the predictions from theory and the correspond-
ing uncertainties.

Finally, a one-dimensional fit of all channels is performed to extract a combined cross section
sttV = 380+100

�90 (stat)+80
�70 (syst) fb with a significance of 3.7 standard deviations.

9 Summary

A measurement with the CMS detector of the cross section of top quark-antiquark pair produc-
tion in association with a W or Z boson at

p
s = 8 TeV has been presented. Results from three

independent channels, and their combination, have been reported. In the same-sign dilepton
channel, the ttW cross section has been measured to be sttW = 170+90

�80 (stat) ± 70 (syst) fb, cor-
responding to a significance of 1.6 standard deviations over the background-only hypothesis.
In the trilepton and four-lepton channels the ttZ signal has been established with a significance
of 2.3 and 2.2 standard deviations, respectively. From the combination of these two channels, a
significance of 3.2 standard deviations has been obtained and the cross section bas been mea-
sured to be sttZ = 200+80

�70 (stat)+40
�30 (syst) fb.

Combining the total of nine sub-channels from the three lepton decay modes, a ttV cross section
(V equal W or Z) of sttV = 380+100

�90 (stat)+80
�70 (syst) fb has been obtained, corresponding to a

combined significance of 3.7 standard deviations. The measured values are compatible within
their uncertainties with standard model predictions.
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the finite-order calculation employed to generate signal events. This last uncertainty includes
the effects of varying the matrix-element/parton-shower matching scale, and renormalization
and factorization scales from their nominal values set to Q2 in the event. A nominal match-
ing threshold of 20 GeV is chosen, while for the up and down variations, thresholds of 40 and
10 GeV are used, respectively. Renormalization and factorization scales are varied between 4Q2

and Q2/4. The generator uncertainty also includes the difference in acceptance between signal
events simulated with MADGRAPH5 and aMC@NLO [15] generators.

8 Results

To extract the cross sections for the ttW and ttZ processes, the nine different channels are com-
bined to maximize their sensitivity. Cross section central values and corresponding uncertain-
ties are evaluated from a scan of the profile likelihood ratio. The adopted statistical procedure
is the same that was used for the observation of the Higgs boson candidate in CMS, and is
described in detail in Ref. [29].

The results of the measurements are summarized in Table 5. Two one-dimensional fits are
performed to measure ttW and ttZ separately using the channels most sensitive to each process.
Using only the same-sign dilepton channels, the extracted ttW cross section is measured to be
170+90

�80 (stat) ± 70 (syst) fb, corresponding to a significance of 1.6 standard deviations over the
background-only hypothesis. The three and four lepton channels are combined to extract a ttZ
cross section of 200+80

�70 (stat)+40
�30 (syst) fb, with a significance of 3.1 standard deviations.

Table 5: Results of the extraction of cross sections, from single and combined channels. The
significance is expressed in terms of standard deviations.

Channels used Process Cross section Significance

2` ttW 170+90
�80 (stat) ± 70 (syst) fb 1.6

3`+4` ttZ 200+80
�70 (stat)+40

�30 (syst) fb 3.1

2`+3`+4` ttW + ttZ 380+100
�90 (stat)+80

�70 (syst) fb 3.7

When calculating the one-dimensional fit of one process, the cross section of the other process
is constrained to have the theoretical SM value with a systematic uncertainty of 50%.

As visible from Fig. 2 and Table 1, less than 10% of the events selected by the same-sign dilepton
channels are expected to stem from ttZ production. The extracted ttW cross section varies
by approximately 10% when the used ttZ cross section is altered to as much as 0.5–1.5 times
its nominal theoretical value. For an equivalent modification of the ttW production rate, the
variation of the extracted ttZ cross section is less than 2%. The dependence of the measured
cross section on the assumed cross section of the other ttV process is solved by performing
a simultaneous fit of the cross sections of the two processes using all dilepton, trilepton, and
four-lepton channels at the same time.

Table 6: Results for the two dimensional fit of the ttW and ttZ cross sections.

Channels used ttW cross section ttZ cross section
2`+3`+4` 170+110

�100 (total) fb 200 ± 90 (total) fb

The result of the fit is shown visually in Fig. 5 and the cross sections are summarized numeri-
cally in Table 6. The cross sections extracted from this two-dimensional fit are identical to those
obtained from the two one-dimensional fits.

2D fit of the ttW and ttZ cross sections:
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Measured cross sections compatible with 
SM predictions within uncertainties.
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Figure 11: Single-top-quark production cross section in the t-channel versus collider centre-of-
mass energy.

include the statistical (light yellow) and systematic (dark green) components. Error bars for the
different PDF sets include the statistical uncertainty, the uncertainty in the factorisation and
renormalisation scales, derived varying both of them by a factor 1/2 and 2, and the uncertainty
in the top-quark mass, derived varying the top-quark mass between 172.0 and 174.0 GeV. The
different PDF sets predictions for this observable are not always compatible with each other
within the respective uncertainties, thus displaying the potential for this measurement to dis-
criminate between the different sets, should a better precision be achieved.

8.3 Extraction of |Vtb|
A feature of t-channel single-top-quark production is the presence of a Wtb vertex. This al-
lows for an interpretation of the cross section measurement in terms of the parameters regu-
lating the strength of this coupling, most notably the CKM matrix element Vtb. The presence
of anomalous couplings at the Wtb vertex can produce anomalous form factors [46–48] which
are parametrised as fLv, where “Lv” refers to the specific left-handed vector nature of the cou-
plings that would modify the interaction strength. In the approximation |Vtd|, |Vts| ⌧ |Vtb|,
we consider the top-quark decay branching fraction into Wb, B, to be almost equal to 1, thus
obtaining | fLvVtb| =

p
st-ch./stheo.

t-ch. . The choice of this approximation is motivated by the fact
that several scenarios beyond the SM predict a deviation of the measured value of fLv from
1, but only a mild modification of B [49]. This allows to interpret a possible deviation from
SM single-top-quark production cross section in terms of new physics. In the standard model
case, fLv = 1, implying that the cross section measurement yields a direct constraint on |Vtb|.
Thus inserting in the definition for | fLvVtb| the measured cross section from equation 6 and the
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1 Introduction

In the standard model (SM), the production of single top quarks (t or its antiparticle t) in proton-
proton (pp) collisions proceeds through the charged-current electroweak interaction. At lead-
ing order (LO), three different mechanisms can be distinguished, namely the t-channel, the
s-channel and the associated production of a single top quark and a W boson (tW) [1–3]. In
this work, measurements are presented of t-channel production. LO diagrams contributing to
t-channel single t and t production are presented in figure 1. Processes involving single top
quarks provide direct probes of electroweak interactions, and thereby important tests of the
SM predictions as well as excellent opportunities for searching for new physics. Since a Wtb
vertex, where W and b denote the W boson and the b quark respectively, is involved in all SM
single-top-quark production mechanisms, the modulus of the Cabibbo–Kobayashi–Maskawa
(CKM) matrix element |Vtb| can be determined from their measured cross sections. Depending
on whether the b quarks are considered part of the proton or not, single-top-quark production
can be studied in the 5- or 4-flavour schemes [4], respectively. In the 4-flavour (4F) scheme, the
b quarks are generated in the hard scattering from gluon splitting. In the 5-flavour (5F) scheme,
the b quarks are considered as constituents of the proton. An additional feature of the t- and s-
channels, specific to pp collisions, is the difference between production cross sections of single
t and t that results from a difference in parton distribution functions (PDF) of incident up and
down quarks involved in the hard scattering. The ratio of t over t production cross sections
in the t-channel (Rt-ch.) is therefore sensitive to the PDF of the up- and down-type quarks in
the proton. The ratio Rt-ch. is also directly sensitive to physics beyond the SM manifesting as
anomalous couplings in the Wtb vertex [5], or to possible contributions from flavour-changing
neutral current processes [6].

b̄

t

u,c

g

d,s

W

b

b

t̄

g

d,s u,c

W

b

Figure 1: Leading-order Feynman diagrams for (left) single t and (right) t production in the
t-channel.

For pp collisions at a centre-of-mass energy
p

s = 8 TeV, the predicted theoretical cross section
for SM t-channel single-top-quark production is

stheo.
t-ch. = 87.2+2.8

�1.0 (scale)+2.0
�2.2 (PDF) pb, (1)

as obtained in quantum chromodynamics (QCD) at approximate next-to-next-to-leading order
(NNLO) including resummation of the soft-gluon emission with the next-to-next-to-leading-
logarithms (NNLL) calculation [7]. The PDF set MSTW08NNLO [8] is used in the 5F scheme.
For this calculation the top-quark mass mt is set to 173 GeV, and the factorisation and renor-
malisation scales are set both to mt. The uncertainty receives contributions from the PDF un-
certainty and the missing higher-order corrections, estimated by varying the factorisation and
renormalisation scales by a multiplicative factor of 0.5 or 2.0. The same calculations predict the
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8 Results

8.1 Cross section measurements

The measured inclusive single-top-quark production cross section in the t-channel is

st-ch. = 83.6 ± 2.3 (stat) ± 7.4 (syst) pb. (6)

The measured single t and t production cross sections in the t-channel are

st-ch.(t) = 53.8 ± 1.5 (stat) ± 4.4 (syst) pb,
st-ch.(t) = 27.6 ± 1.3 (stat) ± 3.7 (syst) pb.

(7)

A comparison of the currently available measurements of the inclusive cross section with the
SM expectation obtained with a QCD computation at NLO with MCR in the 5F scheme [40]
and at NLO+NNLL [41] is shown in figure 11. The measurement is compared to the previous
CMS t-channel cross section measurement at

p
s = 7 TeV [11] and the Betatron measurements

at
p

s = 1.96 TeV [9, 15]. The measurements are compared with the QCD expectations com-
puted at NLO with MCR in the 5F scheme and at NLO+NNLL. The error band (width of the
curve) is obtained by varying the top-quark mass within its current uncertainty [42], estimating
the PDF uncertainty according to the HEPDATA recommendations [43], and varying the fac-
torisation and renormalisation scales coherently by a factor two up and down. The prediction
in pp collisions can be also compared with the one at pp because the inclusive single-top-quark
cross section does not depend on whether the light quark originates from a proton or from an
antiproton.

8.2 Cross section ratios

The ratio of t-channel production cross sections at
p

s = 8 and 7 TeV is derived with respect to
the result reported in ref. [11] for the single-top-quark t-channel cross section at

p
s = 7 TeV.

Three measurements are combined in ref. [11]: two multivariate analyses and one, the hj0 anal-
ysis, making use of a strategy and a selection that are close to the ones reported in this paper.
The correlations between the sources of uncertainties reported in section 7 and those in ref. [11]
are determined in the following way: the uncertainties related to signal extraction and back-
ground estimation from data are treated as fully uncorrelated between 7 and 8 TeV, while for
the rest of the uncertainties the 8 TeV analysis is considered fully correlated with respect to its
7 TeV hj0 counterpart, and the same choices for correlation as in [11] are adopted between the
8 TeV hj0 analysis and the two 7 TeV multivariate analyses. Taking into account the correlations
as described, the measured ratio is

R8/7 = st-ch.(8 TeV)/st-ch.(7 TeV) = 1.24 ± 0.08 (stat) ± 0.12 (syst.). (8)

The measured ratio of single t to t production cross sections at
p

s = 8 TeV is

Rt-ch. = st-ch.(t)/st-ch.(t) = 1.95 ± 0.10 (stat) ± 0.19 (syst). (9)

A comparison is shown in figure 12 of the measured Rt-ch. to the predictions obtained with
several PDF sets: MSTW2008NLO [8], HERAPDF1.5 NLO [44], ABM11 [45], CT10, CT10w [36],
and NNPDF [37]. For MSTW2008NLO, NNPDF, ABM, and CT10w the fixed 4F scheme PDFs
are used together with the POWHEG 4F scheme calculation. The POWHEG calculation in the 5F
scheme is used for all other PDFs, as they are derived from a variable flavour scheme. The
nominal value for the top-quark mass used is 173.0 GeV. Error bars for the CMS measurement
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8 Results

8.1 Cross section measurements

The measured inclusive single-top-quark production cross section in the t-channel is

st-ch. = 83.6 ± 2.3 (stat) ± 7.4 (syst) pb. (6)

The measured single t and t production cross sections in the t-channel are

st-ch.(t) = 53.8 ± 1.5 (stat) ± 4.4 (syst) pb,
st-ch.(t) = 27.6 ± 1.3 (stat) ± 3.7 (syst) pb.

(7)

A comparison of the currently available measurements of the inclusive cross section with the
SM expectation obtained with a QCD computation at NLO with MCR in the 5F scheme [40]
and at NLO+NNLL [41] is shown in figure 11. The measurement is compared to the previous
CMS t-channel cross section measurement at

p
s = 7 TeV [11] and the Betatron measurements

at
p

s = 1.96 TeV [9, 15]. The measurements are compared with the QCD expectations com-
puted at NLO with MCR in the 5F scheme and at NLO+NNLL. The error band (width of the
curve) is obtained by varying the top-quark mass within its current uncertainty [42], estimating
the PDF uncertainty according to the HEPDATA recommendations [43], and varying the fac-
torisation and renormalisation scales coherently by a factor two up and down. The prediction
in pp collisions can be also compared with the one at pp because the inclusive single-top-quark
cross section does not depend on whether the light quark originates from a proton or from an
antiproton.

8.2 Cross section ratios

The ratio of t-channel production cross sections at
p

s = 8 and 7 TeV is derived with respect to
the result reported in ref. [11] for the single-top-quark t-channel cross section at

p
s = 7 TeV.

Three measurements are combined in ref. [11]: two multivariate analyses and one, the hj0 anal-
ysis, making use of a strategy and a selection that are close to the ones reported in this paper.
The correlations between the sources of uncertainties reported in section 7 and those in ref. [11]
are determined in the following way: the uncertainties related to signal extraction and back-
ground estimation from data are treated as fully uncorrelated between 7 and 8 TeV, while for
the rest of the uncertainties the 8 TeV analysis is considered fully correlated with respect to its
7 TeV hj0 counterpart, and the same choices for correlation as in [11] are adopted between the
8 TeV hj0 analysis and the two 7 TeV multivariate analyses. Taking into account the correlations
as described, the measured ratio is

R8/7 = st-ch.(8 TeV)/st-ch.(7 TeV) = 1.24 ± 0.08 (stat) ± 0.12 (syst.). (8)

The measured ratio of single t to t production cross sections at
p

s = 8 TeV is

Rt-ch. = st-ch.(t)/st-ch.(t) = 1.95 ± 0.10 (stat) ± 0.19 (syst). (9)

A comparison is shown in figure 12 of the measured Rt-ch. to the predictions obtained with
several PDF sets: MSTW2008NLO [8], HERAPDF1.5 NLO [44], ABM11 [45], CT10, CT10w [36],
and NNPDF [37]. For MSTW2008NLO, NNPDF, ABM, and CT10w the fixed 4F scheme PDFs
are used together with the POWHEG 4F scheme calculation. The POWHEG calculation in the 5F
scheme is used for all other PDFs, as they are derived from a variable flavour scheme. The
nominal value for the top-quark mass used is 173.0 GeV. Error bars for the CMS measurement
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Figure 12: Comparison of the measured Rt-ch. with the predictions obtained using different
PDF sets.

theoretical cross section from equation 1 results in

| fLvVtb| = 0.979 ± 0.045 (exp.) ± 0.016 (theo.), (10)

where both the experimental and the theoretical uncertainties are reported. The former comes
from the uncertainties on the measurement of st-ch., while the latter comes from the uncertain-
ties on stheo.

t-ch. . A similar measurement of | fLvVtb| is performed in ref. [11]. The results for | fLvVtb|
from this paper and from the three analyses in [11] are combined using the best linear unbiased
estimator (BLUE) [50] method, considering the full correlation matrix amongst the four mea-
surements and the correlations described for the R8/7 measurement, obtaining the following
result:

| fLvVtb| = 0.998 ± 0.038 (exp.) ± 0.016 (theo.) (7+8 TeV combination). (11)

This result can be directly compared with the current world average of |Vtb| from the Particle
Data Group [51], which is performed without the unitarity constraints on the CKM matrix and,
using the above formalism for non-SM contributions, yields | fLvVtb| = 0.89 ± 0.07. From the
result in equation 11, the confidence interval for |Vtb|, assuming the constraints |Vtb|  1 and
fLv = 1, is determined using the Feldman–Cousins unified approach [52], being |Vtb| > 0.92 at
the 95% confidence level.

9 Summary

The total cross sections for production in the t-channel of single top quarks and individual sin-
gle t and t have been measured in proton-proton collisions at the LHC at

p
s = 8 TeV. The

inclusive single-top-quark t-channel cross section has been measured to be st-ch. = 83.6 ±
2.3 (stat) ± 7.4 (syst) pb. The single t and t cross sections have been measured to be st-ch.(t) =
53.8 ± 1.5 (stat) ± 4.4 (syst) pb and st-ch.(t) = 27.6 ± 1.3 (stat) ± 3.7 (syst) pb, respectively. Their

Combined with 7 TeV result to determine |Vtb|
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ratio has been found to be Rt-ch. = 1.95 ± 0.10 (stat) ± 0.19 (syst). The ratio of t-channel single-
top-quark production cross sections at

p
s = 8 and 7 TeV has been measured to be R8/7 =

1.24 ± 0.08 (stat) ± 0.12 (syst). These measurements are in agreement with the standard model
predictions. From the measured single-top-quark production cross section, the modulus of the
CKM matrix element Vtb has been determined. This result has been combined with the previ-
ous CMS measurement at 7 TeV, yielding the most precise measurement of its kind up to date:
|Vtb| = 0.998 ± 0.038 (exp.) ± 0.016 (theo.). Assuming |Vtb|  1, the 95% confidence level limit
has been found to be |Vtb| > 0.92.
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Smallest cross section at LHC	



Sensitive to new physics	



Leptonic decay mode (including τ→µ/e)	



Multivariate analysis based on Boosted 
Decision Trees	



Inclusive cross section: e, µ combined	



Upper limit: σs-ch <  
observed(expected with SM signal, 
expected with bkg only)	



2.1 (3.1, 1.6) times the SM

6.1 Statistical model 11

Table 3: Event yield for the main processes in the 3-jets 2-tags and 2-jets 2-tags region. The
yields of the simulated samples are quoted after the likelihood maximization procedure for the
common muons plus electrons fit. The uncertainty includes the statistical uncertainty on the
simulation, the rate uncertainties and the b-tagging uncertainty.

Process µ 3-jets 2-tags µ 2-jets 2-tags e 3-jets 2-tags e 2-jets 2-tags
tt̄ 10043 ± 604 3144 ± 189 8010 ± 494 2483 ± 154

W + jets 446 ± 92 449 ± 93 370 ± 76 361 ± 77
Z + jets 112 ± 32 65 ± 20 97 ± 29 89 ± 27
Diboson 36 ± 8 45 ± 10 33 ± 7 37 ± 8

QCD 353 ± 74 209 ± 52 222 ± 19 363 ± 69
tW 336 ± 28 102 ±11 259 ± 22 105 ± 11

t-channel 949 ± 61 271 ± 18 750 ± 49 217 ± 15
s-channel 87 ± 5 168 ± 10 70 ± 4 131 ± 8
Total MC 12361 ± 750 4455 ± 286 9811 ± 606 3786 ± 253

Data 11979 4450 10149 3884

Table 3 summarizes the number of events selected according to the requirements described
in Sec. 2, plus the additional Irel requirement, after the fit to the combined channel has been
performed.

(a) (b)

Figure 4: Data-simulation comparison for the distributions of the BDT discriminator in the
2-jets 2-tags sample (a) and 3-jets 2-tags sample (b), electron channel. The simulation is nor-
malized to the combined (muons plus electrons) fit results. The smaller error bands include the
background rates uncertainties only, the larger ones include the total systematic uncertainty,
obtained summing in quadrature the individual contributions.

Our sensitivity to the s-channel single top-quark signal has been evaluated using the derivative
of the likelihood test statistics. It is defined as in the following:

q0 =
∂

∂bsignal
logL

����
bsignal=0

(4)

which is evaluated at the maximum likelihood estimate of the background-only hypothesis. We
generate pseudodatasets to construct the distribution of the test statistics for the background-

12 7 Results

(a) (b)

Figure 5: Data-simulation comparison for the distributions of the BDT discriminator in the
2-jets 2-tags sample (a) and 3-jets 2-tags sample (b), muon channel. The simulation is normal-
ized to the combined (muons plus electrons) fit results. The smaller error bands include the
background rates uncertainties only, the larger ones include the total systematic uncertainty,
obtained summing in quadrature the individual contributions.

only and the signal-plus-background hypotheses. All the nuisance parameters are allowed to
vary randomly in the pseudodatasets generation, while in the evaluation of q0 the likelihood is
maximized only with repsect to the background rates nuisance parameters.

7 Results

The single top-quark s-channel inclusive production cross section has been measured to be:

ss-ch. = 5.9 ± 7.1(exp.)± 5.0(th.) pb = 5.9 ± 8.7 pb muon channel
ss-ch. = 6.9 ± 5.6(exp.)± 6.5(th.) pb = 6.9 ± 8.7 pb electron channel
ss-ch. = 6.2 ± 5.4(exp.)± 5.9(th.) pb = 6.2 ± 8.0 pb combined

We also determined the 68% CL intervals using the Feldman-Cousins unified approach [34],
which do not reach negative cross section values:

ss-ch. = 5.9+8.6
�5.1 pb muon channel

ss-ch. = 6.9+8.7
�5.7 pb electron channel

ss-ch. = 6.2+8.0
�5.1 pb combined

The observed/expected significance of the measurement is shown to be 0.7/0.9 standard de-
viations for the combined muons plus electrons fit. The 68% CL interval for the expected sig-
nificance is [0.0,1.9]. The observed and expected upper limits on the s-channel cross section,
the latter quoted as “(SM signal, background-only)”, are evaluated using a Bayesian approach.
The upper limit at 95% CL is 2.2 (3.3, 1.9) times the SM cross section, which corresponds to 12.4
(18.4, 10.5) pb, in the muon channel. In the electron channel, the upper limit at 95% CL is 2.6
(4.2, 2.8) times the SM cross section, which corresponds to 14.7 (23.2, 15.4) pb. Combining the
two channels we obtain an upper limit of 2.1 (3.1, 1.6) times the SM cross section corresponding
to 11.5 (17.0, 9.0) pb.
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µ
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(a) (b)

Figure 5: Data-simulation comparison for the distributions of the BDT discriminator in the
2-jets 2-tags sample (a) and 3-jets 2-tags sample (b), muon channel. The simulation is normal-
ized to the combined (muons plus electrons) fit results. The smaller error bands include the
background rates uncertainties only, the larger ones include the total systematic uncertainty,
obtained summing in quadrature the individual contributions.

only and the signal-plus-background hypotheses. All the nuisance parameters are allowed to
vary randomly in the pseudodatasets generation, while in the evaluation of q0 the likelihood is
maximized only with repsect to the background rates nuisance parameters.

7 Results

The single top-quark s-channel inclusive production cross section has been measured to be:

ss-ch. = 5.9 ± 7.1(exp.)± 5.0(th.) pb = 5.9 ± 8.7 pb muon channel
ss-ch. = 6.9 ± 5.6(exp.)± 6.5(th.) pb = 6.9 ± 8.7 pb electron channel
ss-ch. = 6.2 ± 5.4(exp.)± 5.9(th.) pb = 6.2 ± 8.0 pb combined

We also determined the 68% CL intervals using the Feldman-Cousins unified approach [34],
which do not reach negative cross section values:

ss-ch. = 5.9+8.6
�5.1 pb muon channel

ss-ch. = 6.9+8.7
�5.7 pb electron channel

ss-ch. = 6.2+8.0
�5.1 pb combined

The observed/expected significance of the measurement is shown to be 0.7/0.9 standard de-
viations for the combined muons plus electrons fit. The 68% CL interval for the expected sig-
nificance is [0.0,1.9]. The observed and expected upper limits on the s-channel cross section,
the latter quoted as “(SM signal, background-only)”, are evaluated using a Bayesian approach.
The upper limit at 95% CL is 2.2 (3.3, 1.9) times the SM cross section, which corresponds to 12.4
(18.4, 10.5) pb, in the muon channel. In the electron channel, the upper limit at 95% CL is 2.6
(4.2, 2.8) times the SM cross section, which corresponds to 14.7 (23.2, 15.4) pb. Combining the
two channels we obtain an upper limit of 2.1 (3.1, 1.6) times the SM cross section corresponding
to 11.5 (17.0, 9.0) pb.
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Dilepton final state	



Dominated by ttbar background	



Multivariate analysis based on Boosted 
Decision Trees	



Signal and 2 control regions 
defined by jet/b-tagged jet multiplicity	



6.1σ significance observed 	



σtW = 23.4 ± 5.4 pb	



σtW = 22.2 ± 0.6 ± 1.4 pb (appr. NNLO)	



|Vtb| extracted:
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Figure 1: The number of loose jets in the event and the pT of the system (psys
T ) composed of

the jet, leptons, and Emiss
T , in the signal region (1j1t) for all final states combined. Shown are

data (points) and simulation (histogram). The hatched band represents the combined effect of
all sources of systematic uncertainty.
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Figure 2: The BDT discriminant, in the signal region (1j1t) and control regions (2j1t and 2j2t)
for all final states combined. Shown are data (points) and simulation (histogram). The hatched
band represents the combined effect of all sources of systematic uncertainty.
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Figure 3: Event yields in data and simulation for events passing additional requirements from
the cross-check analyses. Yields are shown in the 1j1t signal regions and 2j1t and 2j2t control
regions for a combination of all three final states, with the simulation scaled to the outcome
of the statistical fit from the event-count analysis. The hatched band represents the combined
effect of all systematic uncertainties on the event yields.

of 2.8± 0.9 s, and a measured cross section of 33.9± 8.6 pb. Event yields in data and simulation
for this analysis are shown in Fig. 3, with the simulation scaled to the result of the statistical
fit. The results of both analyses are consistent with those found in the BDT analysis, but with
larger, mostly systematic, uncertainties.

In summary, the production of a single top quark in association with a W boson is observed
for the first time. The analysis uses data collected by the CMS experiment in pp collisions
at

p
s = 8 TeV, corresponding to an integrated luminosity of 12.2 fb�1. An excess of events

above background is found with a significance of 6.1 s, and a tW production cross section of
23.4 ± 5.4 pb is measured, in agreement with the standard model prediction.
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the measured cross section. The uncertainty due to the value of the top-quark mass used in sim-
ulation is estimated by simulating tW and tt processes with a varied value for mt, resulting in a
9% effect on the cross section. The complete list of systematic uncertainties and corresponding
effects on the cross section can be found in the Supplemental Material (Appendix A).

A simultaneous binned likelihood fit to the rate and shape of the BDT distributions of the
three final states in the three regions is performed. The two control regions are included in
the fit to allow for better determination of the tt contribution. The distributions for signal and
background are taken from simulation. In the likelihood function, for each source of systematic
uncertainty u, a nuisance parameter qu is introduced. The rates of signal and background are
allowed to vary in the fit, constrained in the likelihood function by the systematic uncertainties.
The excess of events is quantified based on the score statistic q, chosen to enhance numerical
stability, defined as

q =
∂

∂µ
lnL(µ = 0, q̂0|data),

where µ is the signal strength parameter (defined as the signal cross section in units of the
SM prediction) and q̂0 is the set of nuisance parameters that maximizes the likelihood L for
a background-only hypothesis (µ = 0). The score statistic is evaluated for sets of four billion
pseudoexperiments using a background-only hypothesis. The significance is determined based
on the probability of producing a score statistic value in the background-only hypothesis as
high or higher than that observed in data. The expected significance is evaluated using the
median and central 68% interval of the score statistic values obtained in pseudo-experiments
generated under a signal-plus-background hypothesis. A profile likelihood method is used to
determine the signal cross section and 68% confidence level (CL) interval.

We observe an excess of events above the expected background with a p value of 5 ⇥ 10�10

corresponding to a significance of 6.1 s, compared to an expected significance from simula-
tion of 5.4 ± 1.4 s. The measured cross section is found to be 23.4 ± 5.4 pb, where the uncer-
tainty is mainly systematic, in agreement with the predicted SM value of 22.2 ± 0.6 (scale) ±
1.4 (PDF) pb.

The cross section measurement is used to determine the absolute value of the Cabibbo-Koba-
yashi-Maskawa matrix element |Vtb|, assuming |Vtb| � |Vtd| and |Vts|

|Vtb| =
q

stW/sth
tW = 1.03 ± 0.12 (exp) ± 0.04 (th.),

where sth
tW is the theoretical prediction of the tW cross section assuming |Vtb| = 1, and the

uncertainties are separated into experimental and theoretical values. Using the SM assumption
0  |Vtb|2  1, a lower bound |Vtb| > 0.78 at 95% CL is found using the approach of Feldman
and Cousins [44].

Using the same selection as in the BDT analysis, two cross-check analyses are performed.
Events containing any b tagged loose jets are rejected. Additionally, a requirement of HT >
160 GeV is added in the eµ final state, where no Emiss

T requirement is applied. The effects of
systematic uncertainties are taken into account in the same way as for the BDT analysis, and
the same method for extraction of the significance and cross section is used. The first cross-
check analysis is based on the distribution of psys

T rather than the BDT discriminant, and results
in an observed significance of 4.0 s above a background-only hypothesis, with an expected
significance of 3.2+0.4

�0.9 s, and a measured cross section of 24.3 ± 8.6 pb. The second cross-check
analysis is based only on event counts after selection, and an excess of events is observed above
the background with a significance of 3.6 s, with an expected significance based on simulation

Results in agreement with SM predictions

PRL 112 (2014) 231802
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Essential parameter of the SM	



Input to fits of global electroweak 
parameters 
Affects the Higgs potential	



Selection: semileptonic	


exactly 1 isolated lepton (e or µ)	


≥ 4 jets (exactly 2 b-tagged)	



Kinematic fit:  mW=80.4 GeV, mt = mtbar	



2 tagged – tt   |   2 untagged – W→jj	



Goodness-of-fit probability (Pgof) used to 
improve jet-parton assignment:	



fcp = 13% → 44% (weighted by Pgof)	


≤4 permutations/event [2 x jet, 2 x pz(ν)]

3

 [GeV]reco
Wm

0 50 100 150 200 250 300
D

a
ta

/M
C

0.5

1

1.5

 P
e

rm
u

ta
tio

n
s 

/ 
5

 G
e

V

5000

10000

15000

20000

25000

30000

35000

40000

45000  correcttt

 wrongtt

 unmatchedtt

Z+Jets

W+Jets

single top

Data

 = 8 TeV, l+jetss,  -1CMS Preliminary, 19.7 fb

(a)

 [GeV]reco
tm

100 200 300 400

D
a
ta

/M
C

0.5

1

1.5

 P
e

rm
u

ta
tio

n
s 

/ 
5

 G
e

V

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000  correcttt

 wrongtt

 unmatchedtt

Z+Jets

W+Jets

single top

Data

 = 8 TeV, l+jetss,  -1CMS Preliminary, 19.7 fb

(b)

 [GeV]reco
Wm

0 50 100 150 200 250 300

D
a
ta

/M
C

0.5

1

1.5

 P
e

rm
u

ta
tio

n
s 

/ 
5

 G
e

V

5000

10000

15000

20000

25000
 correcttt

 wrongtt

 unmatchedtt

Z+Jets

W+Jets

single top

Data

 = 8 TeV, l+jetss,  -1CMS Preliminary, 19.7 fb

(c)

 [GeV]fit
tm

100 200 300 400
D

a
ta

/M
C

0.5

1

1.5

 P
e

rm
u

ta
tio

n
s 

/ 
5

 G
e

V

2000

4000

6000

8000

10000

12000  correcttt

 wrongtt

 unmatchedtt

Z+Jets

W+Jets

single top

Data

 = 8 TeV, l+jetss,  -1CMS Preliminary, 19.7 fb

(d)

Figure 1: Reconstructed masses of (a) the W bosons decaying to qq pairs and (b) the corre-
sponding top quarks, prior to the kinematic fitting to the tt hypothesis. (c) and (d) show, respec-
tively, the reconstructed W-boson masses and the fitted top-quark masses after the goodness-
of-fit selection and the weighting by Pgof. The number of permutations in simulation is nor-
malized to the number observed in data.
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Figure 1: Reconstructed masses of (a) the W bosons decaying to qq pairs and (b) the corre-
sponding top quarks, prior to the kinematic fitting to the tt hypothesis. (c) and (d) show, respec-
tively, the reconstructed W-boson masses and the fitted top-quark masses after the goodness-
of-fit selection and the weighting by Pgof. The number of permutations in simulation is nor-
malized to the number observed in data.
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Ideogram method for simultaneous 
determination of mt, jet energy scale (JSF)	



Likelihood fit of mt from the kinematic fit 
and reconstructed mW	



Calibrated using MC:	



7 simulations of mt  x   3 values of JSF	



Result from 2D fit:

4 4 Systematic uncertainties

166 168 170 172 174 176 178

>
 [
G

e
V

]
t,

g
e

n
-m

t,
ca

l
<

m

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 [GeV]t,genm
166 168 170 172 174 176 178

-J
S

F
>

ca
l

<
JS

F

-0.006

-0.004

-0.002

0

0.002

0.004

0.006

 = 8 TeV, l+jetssCMS simulation,  
JSF=0.96 JSF=1.00 JSF=1.04

(a)

166 168 170 172 174 176 178

W
id

th
 o

f 
m

a
ss

 p
u
ll 

0.85

0.9

0.95

1

1.05

1.1

1.15

 [GeV]t,genm
166 168 170 172 174 176 178

W
id

th
 o

f 
JS

F
 p

u
ll 

0.85

0.9

0.95

1

1.05

1.1

1.15

 = 8 TeV, l+jetssCMS simulation,  
JSF=0.96 JSF=1.00 JSF=1.04

(b)

Figure 2: (a) Mean difference between the calibrated and generated values of mt and JSF as a
function of different generated mt,gen and three values of JSF for combined lepton+jets events;
(b) width of the pull distributions for the combined channel after the single-channel calibration.
The colored dashed lines correspond to straight line fits, the black solid line corresponds to a
constant fit to all calibration points. The error bars in (a) indicate the statistical uncertainty on
the mean difference for the uncalibrated likelihood.

mass with an 1D approach by fixing the JSF to unity during the maximization.

The likelihood L (sample|mt, JSF) is defined as:

L (sample|mt, JSF) = ’
events

 
n

Â
i=1

Pgof (i)
⇣

Â
j

f jPj(mfit
t,i |mt, JSF)⇥ Pj(mreco

W,i |mt, JSF)
⌘!wevent

,

where n denotes the number of permutations in each event, j labels the permutation cases, and
fj represents their relative fraction. The event weight wevent = c Ân

i=1 Pgof (i) is introduced to
reduce the impact of events without correct permutations, where c is a normalization constant.

The method is calibrated for each combination of the seven mt,gen and the three JSF values
by conducting 10 000 pseudo-experiments, separately for the muon and electron channels, us-
ing simulated tt and background events. We correct for small deviations between extracted
mass and JSF, and their input values. Corrections for the statistical uncertainties of the method
are derived from the widths of the corresponding pull distributions. A final validation using
pseudo-experiments for the combination of both channels shows that no additional calibrations
are needed after the single-channel calibration, see Fig. 2.

4 Systematic uncertainties

The contributions from the different sources of systematic uncertainties are shown in Table 1,
for the combined fit to the entire data set. The absolute value of the largest observed shifts in mt
and JSF, determined from changing the parameters by ±1 standard deviations, are assigned as
systematic uncertainties on the final measurement. However, the statistical uncertainty on the
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Figure 6: (a) The 2D likelihood (�2D log (L)) measured for the `+jets final state. The ellipses
correspond to statistical uncertainties on mt and JSF of one, two, and three standard deviations.
(b) The statistical uncertainty distribution obtained from pseudo-experiments is compared to
the uncertainty of the measurement in data.

ously determined jet energy scale factors are 1.010 ± 0.002 (stat.) and 1.005 ± 0.002 (stat.). The
combined fit to the 28 750 `+jets events in the two channels yields:

mt = 172.04 ± 0.19 (stat.+JSF) ± 0.75 (syst.) GeV,
JSF = 1.007 ± 0.002 (stat.) ± 0.012 (syst.).

Figure 6 (a) shows the 2D likelihood obtained from data. As depicted in Fig. 6 (b), the uncer-
tainty of the measurement agrees with the expected precision from the pseudo-experiments.
As the top-quark mass and the JSF are measured simultaneously, the statistical uncertainty on
mt combines the statistical uncertainty arising from both components of the measurement.

The overall uncertainty of the presented measurement is 0.77 GeV on the top-quark mass from
adding the components in quadrature. The measured JSF is compatible with the one obtained
from events with jets and Z bosons or photons [29].

We estimate the impact of the simultaneous fit of a jet energy scale factor by fixing the JSF to
unity. This yields mt = 172.66± 0.11 (stat.)± 1.29 (syst.) GeV. The larger systematic uncertainty
stems from a JES uncertainty of 1.17 GeV and demonstrates the gain from the simultaneous fit
of mt and a JSF.

We use the Best Linear Unbiased Estimate technique [47] to combine the result presented in
this note with the CMS measurement in the dilepton and lepton+jets channel based on 2010
data [48, 49], and the measurements in the dilepton, lepton+jets, and all-jets channels based on
2011 data [3, 50, 51]. Most of the systematic uncertainties listed in Table 1 are assumed to be
fully correlated among the five input measurements. Exceptions are the experimental uncer-
tainties, for which we assign full correlation between the analyses that use data from the same
year but no correlation otherwise, as a large part of the uncertainty on the underlying detec-
tor calibration constants is of a purely statistical nature, while the running conditions and the
treatment of pileup differ. In addition, the statistical uncertainty in the in situ fit for the JSF and
the uncertainties in the mass calibration, the background normalization from control samples
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Figure 6: (a) The 2D likelihood (�2D log (L)) measured for the `+jets final state. The ellipses
correspond to statistical uncertainties on mt and JSF of one, two, and three standard deviations.
(b) The statistical uncertainty distribution obtained from pseudo-experiments is compared to
the uncertainty of the measurement in data.

ously determined jet energy scale factors are 1.010 ± 0.002 (stat.) and 1.005 ± 0.002 (stat.). The
combined fit to the 28 750 `+jets events in the two channels yields:

mt = 172.04 ± 0.19 (stat.+JSF) ± 0.75 (syst.) GeV,
JSF = 1.007 ± 0.002 (stat.) ± 0.012 (syst.).

Figure 6 (a) shows the 2D likelihood obtained from data. As depicted in Fig. 6 (b), the uncer-
tainty of the measurement agrees with the expected precision from the pseudo-experiments.
As the top-quark mass and the JSF are measured simultaneously, the statistical uncertainty on
mt combines the statistical uncertainty arising from both components of the measurement.

The overall uncertainty of the presented measurement is 0.77 GeV on the top-quark mass from
adding the components in quadrature. The measured JSF is compatible with the one obtained
from events with jets and Z bosons or photons [29].

We estimate the impact of the simultaneous fit of a jet energy scale factor by fixing the JSF to
unity. This yields mt = 172.66± 0.11 (stat.)± 1.29 (syst.) GeV. The larger systematic uncertainty
stems from a JES uncertainty of 1.17 GeV and demonstrates the gain from the simultaneous fit
of mt and a JSF.

We use the Best Linear Unbiased Estimate technique [47] to combine the result presented in
this note with the CMS measurement in the dilepton and lepton+jets channel based on 2010
data [48, 49], and the measurements in the dilepton, lepton+jets, and all-jets channels based on
2011 data [3, 50, 51]. Most of the systematic uncertainties listed in Table 1 are assumed to be
fully correlated among the five input measurements. Exceptions are the experimental uncer-
tainties, for which we assign full correlation between the analyses that use data from the same
year but no correlation otherwise, as a large part of the uncertainty on the underlying detec-
tor calibration constants is of a purely statistical nature, while the running conditions and the
treatment of pileup differ. In addition, the statistical uncertainty in the in situ fit for the JSF and
the uncertainties in the mass calibration, the background normalization from control samples

Result from 1D fit (JSF = 1.0) cross check
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ously determined jet energy scale factors are 1.010 ± 0.002 (stat.) and 1.005 ± 0.002 (stat.). The
combined fit to the 28 750 `+jets events in the two channels yields:

mt = 172.04 ± 0.19 (stat.+JSF) ± 0.75 (syst.) GeV,
JSF = 1.007 ± 0.002 (stat.) ± 0.012 (syst.).

Figure 6 (a) shows the 2D likelihood obtained from data. As depicted in Fig. 6 (b), the uncer-
tainty of the measurement agrees with the expected precision from the pseudo-experiments.
As the top-quark mass and the JSF are measured simultaneously, the statistical uncertainty on
mt combines the statistical uncertainty arising from both components of the measurement.

The overall uncertainty of the presented measurement is 0.77 GeV on the top-quark mass from
adding the components in quadrature. The measured JSF is compatible with the one obtained
from events with jets and Z bosons or photons [29].

We estimate the impact of the simultaneous fit of a jet energy scale factor by fixing the JSF to
unity. This yields mt = 172.66± 0.11 (stat.)± 1.29 (syst.) GeV. The larger systematic uncertainty
stems from a JES uncertainty of 1.17 GeV and demonstrates the gain from the simultaneous fit
of mt and a JSF.

We use the Best Linear Unbiased Estimate technique [47] to combine the result presented in
this note with the CMS measurement in the dilepton and lepton+jets channel based on 2010
data [48, 49], and the measurements in the dilepton, lepton+jets, and all-jets channels based on
2011 data [3, 50, 51]. Most of the systematic uncertainties listed in Table 1 are assumed to be
fully correlated among the five input measurements. Exceptions are the experimental uncer-
tainties, for which we assign full correlation between the analyses that use data from the same
year but no correlation otherwise, as a large part of the uncertainty on the underlying detec-
tor calibration constants is of a purely statistical nature, while the running conditions and the
treatment of pileup differ. In addition, the statistical uncertainty in the in situ fit for the JSF and
the uncertainties in the mass calibration, the background normalization from control samples

Larger systematic uncertainty from JES 
uncertainty (1.17 GeV)
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Selection: full hadronic	


≥ 6 jets (exactly 2 b-tagged)	



Same ideogram method as in lepton+jets	



kinematic fit: mW=80.4 GeV, mt = mtbar	



simultaneous determination of mt and JSF  
7 simulations of mt  x   5 values of JSF	



Result from 2D fit:
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Figure 1: (upper left) Reconstructed top-quark mass from the kinematic fit, (upper right) av-
erage reconstructed W-boson mass, (lower left) goodness-of-fit probability, and (lower right)
the separation of the two b-tagged jets after all selection steps. The simulated tt signal and
the background from event mixing are normalized to data. The top-quark mass used in the
simulation is 172.5 GeV and the nominal jet energy scale is applied.
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Figure 3: The 2D likelihood (�2D log (L)). The ellipses correspond to contours of
�2D log (L) = 1, 4, and 9 allowing the construction of the one, two, and three s intervals of
mt.

5 Results on the top-quark mass

Applying the ideogram method on data, we measure from 4 356 all-jets events:

mt = 172.08 ± 0.36 (stat.+JSF) ± 0.83 (syst.) GeV,
JSF = 1.007 ± 0.003 (stat.) ± 0.011 (syst.).

Figure 3 shows the 2D likelihood obtained from data. As the top-quark mass and the JSF are
measured simultaneously, the statistical uncertainty on mt combines the statistical uncertainty
arising from both components of the measurement.

The overall uncertainty of the presented measurement is 0.90 GeV on the top-quark mass from
adding the components in quadrature. This signifies an improvement in the precision of 35%
compared to the measurement at

p
s = 7 TeV [4].

The measured JSF is compatible with the one obtained from events with jets and Z bosons
or photons [18]. We estimate the impact of the simultaneous fit of a jet energy scale factor
by fixing the JSF to unity. This yields mt = 172.59 ± 0.27 (stat.) ± 1.05 (syst.) GeV. The larger
systematic uncertainty stems from a JES uncertainty of 0.86 GeV and demonstrates the gain
from the simultaneous fit of mt and a JSF.

The two additional free parameters in the fit, the signal fraction fsig and the fraction of correct
permutations fcp, are also in agreement with the expectation from simulation. When both
parameters are fixed in the fit, the overall uncertainty increases to 1.05 GeV. Thus, leaving
these parameters free in the fit improves the precision of the measurement by 14%.
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5 Results on the top-quark mass

Applying the ideogram method on data, we measure from 4 356 all-jets events:

mt = 172.08 ± 0.36 (stat.+JSF) ± 0.83 (syst.) GeV,
JSF = 1.007 ± 0.003 (stat.) ± 0.011 (syst.).

Figure 3 shows the 2D likelihood obtained from data. As the top-quark mass and the JSF are
measured simultaneously, the statistical uncertainty on mt combines the statistical uncertainty
arising from both components of the measurement.

The overall uncertainty of the presented measurement is 0.90 GeV on the top-quark mass from
adding the components in quadrature. This signifies an improvement in the precision of 35%
compared to the measurement at

p
s = 7 TeV [4].

The measured JSF is compatible with the one obtained from events with jets and Z bosons
or photons [18]. We estimate the impact of the simultaneous fit of a jet energy scale factor
by fixing the JSF to unity. This yields mt = 172.59 ± 0.27 (stat.) ± 1.05 (syst.) GeV. The larger
systematic uncertainty stems from a JES uncertainty of 0.86 GeV and demonstrates the gain
from the simultaneous fit of mt and a JSF.

The two additional free parameters in the fit, the signal fraction fsig and the fraction of correct
permutations fcp, are also in agreement with the expectation from simulation. When both
parameters are fixed in the fit, the overall uncertainty increases to 1.05 GeV. Thus, leaving
these parameters free in the fit improves the precision of the measurement by 14%.

Result from 1D fit (JSF = 1.0) cross check
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5 Results on the top-quark mass

Applying the ideogram method on data, we measure from 4 356 all-jets events:

mt = 172.08 ± 0.36 (stat.+JSF) ± 0.83 (syst.) GeV,
JSF = 1.007 ± 0.003 (stat.) ± 0.011 (syst.).

Figure 3 shows the 2D likelihood obtained from data. As the top-quark mass and the JSF are
measured simultaneously, the statistical uncertainty on mt combines the statistical uncertainty
arising from both components of the measurement.

The overall uncertainty of the presented measurement is 0.90 GeV on the top-quark mass from
adding the components in quadrature. This signifies an improvement in the precision of 35%
compared to the measurement at

p
s = 7 TeV [4].

The measured JSF is compatible with the one obtained from events with jets and Z bosons
or photons [18]. We estimate the impact of the simultaneous fit of a jet energy scale factor
by fixing the JSF to unity. This yields mt = 172.59 ± 0.27 (stat.) ± 1.05 (syst.) GeV. The larger
systematic uncertainty stems from a JES uncertainty of 0.86 GeV and demonstrates the gain
from the simultaneous fit of mt and a JSF.

The two additional free parameters in the fit, the signal fraction fsig and the fraction of correct
permutations fcp, are also in agreement with the expectation from simulation. When both
parameters are fixed in the fit, the overall uncertainty increases to 1.05 GeV. Thus, leaving
these parameters free in the fit improves the precision of the measurement by 14%.

Results consistent with values obtained 
from lepton+jets channel
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Figure 3: Measurements in dependency of the DR of the light-quark jets: (a) Number of per-
mutations per DRqq bin; (b) mt from the 1D analysis; (c) JSF and (d) mt from the 2D analysis,
respectively. The systematic uncertainties are added in quadrature to the statistical uncertain-
ties of the data. The hatched areas indicate the statistical uncertainty on the tt simulation.
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Figure 4: Measurements in dependency of the transverse momentum of the hadronically de-
caying top quark: (a) Number of permutations per pT,t,had bin; (b) mt from the 1D analysis; (c)
JSF and (d) mt from the 2D analysis, respectively. The systematic uncertainties are added in
quadrature to the statistical uncertainties of the data. The hatched areas indicate the statistical
uncertainty on the tt simulation.
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Figure 5: Measurements in dependency of the pseudo-rapidity of the hadronically decaying
top quark: (a) Number of permutations per |ht,had| bin; (b) mt from the 1D analysis; (c) JSF and
(d) mt from the 2D analysis, respectively. The systematic uncertainties are added in quadrature
to the statistical uncertainties of the data. The hatched areas indicate the statistical uncertainty
on the tt simulation.

Interpretation of measured mt observable for electroweak fits – not 
trivial: difficult to match pole mt to MC mt	



Can cause biases in differential distributions of the mt observable	



Madgraph + Pythia Z2* tune for the final result determination

Kinematic dependences well described by MC for most observables
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13

in data in the dilepton, and the background prediction in the all-jets analysis are treated as
uncorrelated systematic uncertainties. The combination of the six measurements yields a mass
of mt = 172.22 ± 0.14 (stat.) ± 0.72 (syst.) GeV. It has a c2 of 4.1 and five degrees of freedom,
which corresponds to a probability of 54%. Figure 7 compares the input measurements and
the combined value. The difference between the two most precise input measurements, the
measurement in the lepton+jets channel based on 2011 data [3] and the result presented here,
of 1.45 GeV corresponds to 1.65 standard deviations assuming the same correlations as in the
combination.
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Figure 7: Overview of the CMS top-quark mass measurements, their combination that is also
shown as the shaded band, and the Tevatron average. The inner error bars indicate the statisti-
cal uncertainty, the outer error bars indicate the total uncertainty. The statistical uncertainty in
the in situ fit for the JSF is treated as a systematic uncertainty in the combination.

7 Summary

From a data sample corresponding to an integrated luminosity of 19.7 fb�1, 28 750 candidate
events are selected. The complete kinematic properties of each event are reconstructed through

Consistent with 2014 World combination: LHC + Tevatron

2012 result in lepton+jet channel 
combined with results on 2010 (dileptonic, 
semileptonic), 2011 (dileptonic, semileptonic, 
full hadronic) data	



Most systematics assumed to be fully 
correlated between 5 additional analyses	



Experimental uncertainties correlated 
between analyses using same data	



JSF uncertainty treated as uncorrelated	



Χ2 = 4.1/5 DOF (54% CL)
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NLO effect due to interference of 
different qq → tt diagrams	



Small in SM; enhanced in NP	



D0 & CDF observed 2σ excess 
in forward-backward asymmetry	



Boost difference at LHC:
TOP 2011, Sant Feliu de Guixols3 09/29/2011

Charge Asymmetry at LHC
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Visible effects at LHC:

Proton-PDF: Quarks in initial state have on average larger momentum than 

anti-quarks.

Charge Asymmetry transfers boost difference to top-antitop final state.

→ expected effects at LHC smaller due to larger gg→tt contribution
-
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Also sensitive to New Physics 
e.g. t-channel exchange of Z’ with flavor changing couplings

Charge Asymmetry in t tbar production
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Top Production Charge Asymmetry - 21 July 2011Amanda Deisher - (CMS)

Charge asymmetry in ttbar events

Asymmetric initial state

- top in direction of proton(quark) 

- anti-top in direction of antiproton 

• SM Theory: ~5% [Kühn, Rodrigo]

• CDF measures AC(y) 2σ larger than SM pred.

+3.4σ for Mtt > 450 GeV/c2 

3

AC =
N+ �N�

N+ +N�

Phys. Rev. D 83, 112003 (2011)

Symmetric initial state  

- quark is usually valence (higher p)

- anti-quark is usually a sea quark 

• SM Theory: 1.3% (η) and 1.1% (y) [Kühn, Rodrigo]

• CMS 36 pb-1:  

      AC(η) = 0.060 ± 0.134 (stat) ± 0.026 (syst)

• Today: Update to 1.09 fb-1

�(y2) = (yt � yt) · (yt + yt)

�|⌘| = |⌘t|� |⌘t|�(y) = yt � yt

CMS-PAS-10-010
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• Standard Model: Interference of leading order and box diagram (left) and initial 
and final state radiation diagrams (right) lead to small charge asymmetry in quark-
antiquark annihilation mode

• Beyond standard model:  axigluons, Z’, W’, Kaluza Klein

- New resonances s-channel production in M(tt) not necessarily visible

- Different couplings might lead to changes in their angular distributions

! Charge asymmetry would be sensitive to t- and u-channel exchange
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Looking for new physics with ttbar

Top - Anti Top asymmetries 
from interference of  
LO, box, radiative diagrams

QCD calculations: 
Tevatron AFB~5% 
LHC AC~1% (dilution from gg production)

Kuhn & Rodrigo PRL 81, 49 (1998) 
Bernreuther & Si PRD 86, 034026 (2012)

Forward-backward 
Observed by D0 & CDF 
~2σ larger AFB than QCD 
CDF more so Mtt>450 GeV 
Latest measurements less so

Central-beamward 
Measurements at 7, 8 TeV 
from ATLAS & CMS 

Perhaps new physics? Axigluons? Z’? 
Spurred detailed studies of full data samples 
additional asymmetries using leptons from top decay

Look at (pseudo)rapidity or rapidity difference

�y = yt � yt̄

AC =
N(�|y| > 0)�N(�|y| < 0)
N(�|y| > 0) + N(�|y| < 0)

AFB =
N(�y > 0)�N(�y < 0)
N(�y > 0) + N(�y < 0)

�|y| = |yt|� |yt̄|

5 June 2014 LHCP Top Mass & Properties - Karl.Ecklund@rice.edu

Also sensitive to New Physics 
e.g. t-channel exchange of Z’ with flavor changing couplings

Charge Asymmetry in t tbar production

20

Top Production Charge Asymmetry - 21 July 2011Amanda Deisher - (CMS)

Charge asymmetry in ttbar events

Asymmetric initial state

- top in direction of proton(quark) 

- anti-top in direction of antiproton 

• SM Theory: ~5% [Kühn, Rodrigo]

• CDF measures AC(y) 2σ larger than SM pred.

+3.4σ for Mtt > 450 GeV/c2 

3

AC =
N+ �N�

N+ +N�

Phys. Rev. D 83, 112003 (2011)

Symmetric initial state  

- quark is usually valence (higher p)

- anti-quark is usually a sea quark 

• SM Theory: 1.3% (η) and 1.1% (y) [Kühn, Rodrigo]

• CMS 36 pb-1:  

      AC(η) = 0.060 ± 0.134 (stat) ± 0.026 (syst)

• Today: Update to 1.09 fb-1

�(y2) = (yt � yt) · (yt + yt)

�|⌘| = |⌘t|� |⌘t|�(y) = yt � yt

CMS-PAS-10-010

Top Production Charge Asymmetry - 21 July 2011Amanda Deisher - (CMS)

Charge asymmetry in ttbar events

Asymmetric initial state

- top in direction of proton(quark) 

- anti-top in direction of antiproton 

• SM Theory: ~5% [Kühn, Rodrigo]

• CDF measures AC(y) 2σ larger than SM pred.

+3.4σ for Mtt > 450 GeV/c2 

3

AC =
N+ �N�

N+ +N�

Phys. Rev. D 83, 112003 (2011)

Symmetric initial state  

- quark is usually valence (higher p)

- anti-quark is usually a sea quark 

• SM Theory: 1.3% (η) and 1.1% (y) [Kühn, Rodrigo]

• CMS 36 pb-1:  

      AC(η) = 0.060 ± 0.134 (stat) ± 0.026 (syst)

• Today: Update to 1.09 fb-1

�(y2) = (yt � yt) · (yt + yt)

�|⌘| = |⌘t|� |⌘t|�(y) = yt � yt

CMS-PAS-10-010

Top Production Charge Asymmetry - 21 July 2011Amanda Deisher - (CMS)

• Standard Model: Interference of leading order and box diagram (left) and initial 
and final state radiation diagrams (right) lead to small charge asymmetry in quark-
antiquark annihilation mode

• Beyond standard model:  axigluons, Z’, W’, Kaluza Klein

- New resonances s-channel production in M(tt) not necessarily visible

- Different couplings might lead to changes in their angular distributions

! Charge asymmetry would be sensitive to t- and u-channel exchange

2

Looking for new physics with ttbar

Top Production Charge Asymmetry - 21 July 2011Amanda Deisher - (CMS)

• Standard Model: Interference of leading order and box diagram (left) and initial 
and final state radiation diagrams (right) lead to small charge asymmetry in quark-
antiquark annihilation mode

• Beyond standard model:  axigluons, Z’, W’, Kaluza Klein

- New resonances s-channel production in M(tt) not necessarily visible

- Different couplings might lead to changes in their angular distributions

! Charge asymmetry would be sensitive to t- and u-channel exchange

2

Looking for new physics with ttbar

Top - Anti Top asymmetries 
from interference of  
LO, box, radiative diagrams

QCD calculations: 
Tevatron AFB~5% 
LHC AC~1% (dilution from gg production)

Kuhn & Rodrigo PRL 81, 49 (1998) 
Bernreuther & Si PRD 86, 034026 (2012)

Forward-backward 
Observed by D0 & CDF 
~2σ larger AFB than QCD 
CDF more so Mtt>450 GeV 
Latest measurements less so

Central-beamward 
Measurements at 7, 8 TeV 
from ATLAS & CMS 

Perhaps new physics? Axigluons? Z’? 
Spurred detailed studies of full data samples 
additional asymmetries using leptons from top decay

Look at (pseudo)rapidity or rapidity difference

�y = yt � yt̄

AC =
N(�|y| > 0)�N(�|y| < 0)
N(�|y| > 0) + N(�|y| < 0)

AFB =
N(�y > 0)�N(�y < 0)
N(�y > 0) + N(�y < 0)

�|y| = |yt|� |yt̄|

9

|
t

|y∆
-2 -1 0 1 2

|) t
|y

∆
/d

(
σ

 d
σ

1/

0

0.2

0.4

0.6
), unfolded ackgroundb - Data (

Systematic uncertainty
MC@NLO parton level

-1 = 7 TeV, 5.0 fbsCMS, 

|
t

|y∆
-2 -1 0 1 2D

at
a/

Si
m

ul
at

io
n

0.95

1

1.05

|
l
η|∆

-2 -1 0 1 2

|) lη|
∆

/d
(

σ
 d
σ

1/

0

0.1

0.2

0.3

0.4

0.5 ), unfolded ackgroundb - Data (
Systematic uncertainty
MC@NLO parton level

-1 = 7 TeV, 5.0 fbsCMS, 

|
l
η|∆

-2 -1 0 1 2D
at

a/
Si

m
ul

at
io

n

0.95

1

1.05

Figure 4: Top: Background-subtracted and unfolded differential measurements of D|yt| (left)
and D|h`| (right), both normalised to unit area (points), and the parton-level predictions from
MC@NLO (histograms). Bottom: The ratio between the data and the MC@NLO prediction for
D|yt| (left) and D|h`| (right). The error bars represent the statistical uncertainties in the data,
while the systematic uncertainties are represented by the hatched band. The first and last bins
include underflow and overflow events, respectively.

8 Results

The background-subtracted, unfolded, and normalised D|yt| and D|h`| distributions for the
selected data events are shown in Fig. 4, along with the parton-level predictions obtained with
the MC@NLO generator. The measured and predicted values are consistent.

The measured values of AC and Alep
C , unfolded to the parton level, are presented in Table 4,

where they are compared to the predictions from the MC@NLO tt sample and from NLO cal-
culations [7]. Correlations between the contents of different bins, introduced by the unfolding
process, are accounted for in the calculation of the uncertainties. The measured values are
consistent with the expectations of the SM.

We also measure the dependence of the unfolded Alep
C values on Mtt, |ytt|, and ptt

T. To do
so, we apply the same unfolding procedure on a two-dimensional distribution consisting of
two bins in D|h`| (D|h`| > 0 and D|h`| < 0) and three bins in Mtt, |ytt|, or ptt

T. Since the
regularisation procedure makes use of the second-derivative matrix, which is not well-defined
for a two-bin distribution, the regularisation constraint is applied only along the Mtt, |ytt|, and
ptt

T coordinates (this method was used previously in Ref. [2]). The dependencies of the unfolded
Alep

C measurements on Mtt, |ytt|, and ptt
T are shown in Fig. 5. The corresponding values of
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Figure 4: Unfolded inclusive D|y| distribution (upper left), corrected asymmetry as a function
of |ytt̄| (upper right), pT,tt̄ (lower left), and mtt̄ (lower right). The measured values are compared
to NLO calculations for the SM (1: [9, 33], 2: [34, 35]) and to the predictions of a model featur-
ing an effective axial-vector coupling of the gluon (EAG) [36–38]. The inner error bars on the
differential asymmetry values indicate the statistical uncertainties while the outer error bars
represent the statistical and systematic uncertainties added up in quadrature.
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Figure 5: Unfolded asymmetry for mtt̄ < 450 GeV/c2 and mtt̄ > 450 GeV/c2. The measured
values are compared to NLO calculations for the SM (1: [9, 33], 2: [34, 35]) and to predictions
of a model featuring an effective axial-vector coupling of the gluon (EAG) [36–38]. The inner
error bars on the differential asymmetry values indicate the statistical uncertainties while the
outer error bars represent the statistical and systematic uncertainties added up in quadrature.
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CMS results consistent with NLO prediction	



ATLAS and CMS results at 7TeV combined 
taking correlations into account	



No excess observed at LHC

7

inputs:

MIWi =
1/s2

n. meas � 1/s2
n�1 meas.: all but i

1/s2
n. meas

.

Table 2: Weights and pulls of the two correlated estimates. Listed are the central value weight
(CVW), the intrinsic information weight (IIW), and the marginal information weight (MIW).

Estimate CVW [%] IIW [%] MIW [%] Pull
ATLAS 64.6 67.3 61.7 0.109
CMS 35.4 38.3 32.7 -0.109

The individual results and the combined result are summarized and compared to the prediction
from SM calculations in Fig. 1.
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Figure 1: Summary of the single measurements and the LHC combination compared to the
theory prediction (calculated at NLO including electroweak corrections). The inner red error
bars indicate the statistical uncertainty, the blue outer error bars indicate the total uncertainty.
The grey band illustrates the total uncertainty of the combined result.

6 Stability tests
The correlation assumptions summarized in Table 1 reflect the present understanding and the
limitations due to the different choices made by the two experiments when evaluating the
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Figure 5: Expected event fractions of different b-tagged jet multiplicities in dilepton events as
a function of R.

Figure 6 shows the results obtained by maximising the profile likelihood. The combined mea-
surement of R gives R = 1.014 ± 0.003 (stat) ± 0.032 (syst), in good agreement with the SM
prediction. Fits to the individual channels give consistent results. For these, we obtain val-
ues of Ree = 0.997 ± 0.007 (stat) ± 0.035 (syst), Rµµ = 0.996 ± 0.007 (stat) ± 0.034 (syst), and
Reµ = 1.015 ± 0.003 (stat) ± 0.031 (syst) for the ee, µµ, and eµ channels, respectively. The mea-
surement in the eµ channel dominates in the final combination since the main systematic un-
certainties are fully correlated and this channel has the lowest statistical uncertainty.

The total relative uncertainty in the measurement of R is 3.2%, and is dominated by the sys-
tematic uncertainty, whose individual contributions are summarized in Table 4. The largest
contribution to the systematic uncertainty is from the b-tagging efficiency measurement. Ad-
ditional sources of uncertainty are related to the determination of the purity of the sample ( ftt)
and the fraction of correct assignments ( fcorrect) from the data; these quantities are affected by
theoretical uncertainties related to the description of tt events, which have similar impact on
the final measurement, such as µR/µF, ME-PS, signal generator, top-quark mass, and top-quark
pT. Instrumental contributions from JES and JER, modelling of the unclustered Emiss

T compo-
nent in simulation, and the contribution from the DY and misidentified-lepton backgrounds
are each estimated to contribute a relative systematic uncertainty < 0.6%. Another source of
uncertainty is due to the contribution from extra sources of heavy-flavour production, either
from gluon splitting in radiated jets or from decays in background events such as W ! cs. This
effect has been estimated in the computation of #q⇤ by assigning a conservative uncertainty of
100% to the c and b contributions. The effect of the uncertainty in the misidentification effi-
ciency is estimated to be small (< 1%), as well as other sources of uncertainty, such as pileup
and integrated luminosity. After the fit is performed no nuisance parameter is observed to
change by more than 1.5s. The most relevant systematic uncertainty (#b) is moved by ⇠ 0.5s
as a result of the fit.

1

1 Introduction
Because of its large mass [1], the top quark decays before fragmenting or forming a hadronic
bound state [2]. According to the standard model (SM), the top quark decays through an elec-
troweak interaction almost exclusively to an on-shell W boson and a b quark. The magni-
tude of the top-bottom charged current is proportional to |Vtb|, an element of the Cabibbo–
Kobayashi–Maskawa (CKM) matrix. Under the assumption that the CKM matrix is unitary
and given the measured values for Vub and Vcb (or Vts and Vtd), |Vtb| is expected to be close
to unity and dominate over the off-diagonal elements, i.e. |Vtb| � |Vts|, |Vtd|. Thus, the de-
cay modes of the top quark to lighter down-type quarks (d or s) are allowed, but highly sup-
pressed. The indirect measurement of |Vtb|, from the unitarity constraint of the CKM matrix,
is |Vtb| = 0.999146+0.000021

�0.000046 [3]. Any deviation from this value or in the partial decay width
of the top quark to b quarks, would indicate new physics contributions such as those from a
new heavy up- and/or down-type quarks or a charged Higgs boson, amongst others [4]. Di-
rect searches at the Large Hadron Collider (LHC) have set lower limits on the mass of these
hypothetical new particles [5–15], and the observation of a SM Higgs boson candidate [16–18]
places stringent constraints on the existence of a fourth sequential generation of quarks. These
results support the validity of both the unitarity hypothesis and the 3⇥ 3 structure of the CKM
matrix for the energy scale probed by the LHC experiments. However, other new physics con-
tributions, including those described above, could invalidate the bounds established so far on
|Vtb| [3].

In this Letter, we present a measurement of R = B(t ! Wb)/B(t ! Wq), where the de-
nominator includes the sum over the branching fractions of the top quark to a W boson and a
down-type quark (q = b, s, d). Under the assumption of the unitarity of the 3 ⇥ 3 CKM matrix,
R = |Vtb|2, and thus to indirectly measure |Vtb|. In addition, the combination of a determina-
tion of R and a measurement of the t-channel single-top cross section can provide an indirect
measurement of the top-quark width (Gt) [19]. The most recent measurement of Gt based on this
approach [20] is found to be compatible with the SM predictions with a relative uncertainty of
approximately 22%. The value of R has been measured at the Tevatron, and the most precise
result is obtained by the D0 Collaboration, where R = 0.90 ± 0.04 (stat.+syst.) [21] indicates a
tension with the SM prediction. This tension is enhanced for the measurement in the tt dilepton
decay channel, where both W bosons decay leptonically and R = 0.86+0.041

�0.042 (stat) ± 0.035 (syst)
is obtained. The most recent measurements by the CDF Collaboration are given in [22, 23].

Owing to its purity, the tt dilepton channel is chosen for this measurement. Events are selected
from the data sample acquired in proton-proton collisions at

p
s = 8 TeV by the Compact Muon

Solenoid (CMS) experiment at the LHC during 2012. The integrated luminosity of the analyzed
data sample is 19.7 ± 0.5 fb�1 [24]. The selected events are used to measure the tt production
cross section by fitting the observed jet multiplicity distribution, constraining the signal and
background contributions. The b-quark content of the events is inferred from the distribution
of the number of b-tagged jets per event as a function of jet multiplicity for each of the dilepton
channels. Data-based strategies are used to constrain the main backgrounds and the contri-
butions of extra jets from gluon radiation in tt events. The R value is measured by fitting the
observed b-tagged jet distribution with a parametric model that depends on the observed cross
section, correcting for the fraction of jets that cannot be matched to a t ! Wq decay. The model
also depends on the efficiency for identifying b jets and discriminating them from other jets.
Lastly, the measurement of R is combined with a previously published CMS result of the t-
channel production cross section of single top quarks in pp collisions [25] to yield an indirect
determination of the top-quark total decay width.
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If the three-generation CKM matrix is assumed to be unitary, then R = |Vtb|2 [4]. By perform-
ing the fit in terms of |Vtb|, a value of |Vtb| = 1.007 ± 0.016 (stat.+syst.) is measured. Upper
and lower endpoints of the 95% CL interval for R are extracted by using the Feldman–Cousins
(FC) frequentist approach [57]. The implementation of the FC method in ROOSTATS [58] is
used to compute the interval. All the nuisance parameters (including #b) are profiled in order
to take into account the corresponding uncertainties (statistical and systematic). If the condition
R  1 is imposed, we obtain R > 0.955 at the 95% CL. Figure 7 summarizes the expected limit
bands for 68% CL, 95% CL, and 99.7% CL, obtained from the FC method. The expected limit
bands are determined from the distribution of the profile likelihood obtained from simulated
pseudo-experiments. The upper and lower acceptance regions constructed in this procedure
are used to determine the endpoints on the allowed interval for R. In the pseudo-experiments
the expected signal and background yields are varied using Poisson probability distributions
for the statistical uncertainties and Gaussian distributions for the systematic uncertainties. By
constraining |Vtb|  1, a similar procedure is used to obtain |Vtb| > 0.975 at the 95% CL.

6.4 Indirect measurement of the top-quark total decay width

The result obtained for R can be combined with a measurement of the single-top-quark pro-
duction cross section in the t-channel to yield an indirect determination of the top-quark total
width Gt. Assuming that Âq B(t ! Wq) = 1, then R = B(t ! Wb) and

Gt =
st-ch.

B(t ! Wb)
· G(t ! Wb)

stheor.
t-ch.

, (7)

where st-ch. (stheor.
t-ch. ) is the measured (theoretical) t-channel single-top-quark cross section and

G(t ! Wb) is the top-quark partial decay width to Wb. If we assume a top-quark mass
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Figure 6 shows the results obtained by maximising the profile likelihood. The combined mea-
surement of R gives R = 1.014 ± 0.003 (stat) ± 0.032 (syst), in good agreement with the SM
prediction. Fits to the individual channels give consistent results. For these, we obtain val-
ues of Ree = 0.997 ± 0.007 (stat) ± 0.035 (syst), Rµµ = 0.996 ± 0.007 (stat) ± 0.034 (syst), and
Reµ = 1.015 ± 0.003 (stat) ± 0.031 (syst) for the ee, µµ, and eµ channels, respectively. The mea-
surement in the eµ channel dominates in the final combination since the main systematic un-
certainties are fully correlated and this channel has the lowest statistical uncertainty.

The total relative uncertainty in the measurement of R is 3.2%, and is dominated by the sys-
tematic uncertainty, whose individual contributions are summarized in Table 4. The largest
contribution to the systematic uncertainty is from the b-tagging efficiency measurement. Ad-
ditional sources of uncertainty are related to the determination of the purity of the sample ( ftt)
and the fraction of correct assignments ( fcorrect) from the data; these quantities are affected by
theoretical uncertainties related to the description of tt events, which have similar impact on
the final measurement, such as µR/µF, ME-PS, signal generator, top-quark mass, and top-quark
pT. Instrumental contributions from JES and JER, modelling of the unclustered Emiss

T compo-
nent in simulation, and the contribution from the DY and misidentified-lepton backgrounds
are each estimated to contribute a relative systematic uncertainty < 0.6%. Another source of
uncertainty is due to the contribution from extra sources of heavy-flavour production, either
from gluon splitting in radiated jets or from decays in background events such as W ! cs. This
effect has been estimated in the computation of #q⇤ by assigning a conservative uncertainty of
100% to the c and b contributions. The effect of the uncertainty in the misidentification effi-
ciency is estimated to be small (< 1%), as well as other sources of uncertainty, such as pileup
and integrated luminosity. After the fit is performed no nuisance parameter is observed to
change by more than 1.5s. The most relevant systematic uncertainty (#b) is moved by ⇠ 0.5s
as a result of the fit.
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If the three-generation CKM matrix is assumed to be unitary, then R = |Vtb|2 [4]. By perform-
ing the fit in terms of |Vtb|, a value of |Vtb| = 1.007 ± 0.016 (stat.+syst.) is measured. Upper
and lower endpoints of the 95% CL interval for R are extracted by using the Feldman–Cousins
(FC) frequentist approach [57]. The implementation of the FC method in ROOSTATS [58] is
used to compute the interval. All the nuisance parameters (including #b) are profiled in order
to take into account the corresponding uncertainties (statistical and systematic). If the condition
R  1 is imposed, we obtain R > 0.955 at the 95% CL. Figure 7 summarizes the expected limit
bands for 68% CL, 95% CL, and 99.7% CL, obtained from the FC method. The expected limit
bands are determined from the distribution of the profile likelihood obtained from simulated
pseudo-experiments. The upper and lower acceptance regions constructed in this procedure
are used to determine the endpoints on the allowed interval for R. In the pseudo-experiments
the expected signal and background yields are varied using Poisson probability distributions
for the statistical uncertainties and Gaussian distributions for the systematic uncertainties. By
constraining |Vtb|  1, a similar procedure is used to obtain |Vtb| > 0.975 at the 95% CL.

6.4 Indirect measurement of the top-quark total decay width

The result obtained for R can be combined with a measurement of the single-top-quark pro-
duction cross section in the t-channel to yield an indirect determination of the top-quark total
width Gt. Assuming that Âq B(t ! Wq) = 1, then R = B(t ! Wb) and

Gt =
st-ch.

B(t ! Wb)
· G(t ! Wb)

stheor.
t-ch.

, (7)

where st-ch. (stheor.
t-ch. ) is the measured (theoretical) t-channel single-top-quark cross section and

G(t ! Wb) is the top-quark partial decay width to Wb. If we assume a top-quark mass
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If the three-generation CKM matrix is assumed to be unitary, then R = |Vtb|2 [4]. By perform-
ing the fit in terms of |Vtb|, a value of |Vtb| = 1.007 ± 0.016 (stat.+syst.) is measured. Upper
and lower endpoints of the 95% CL interval for R are extracted by using the Feldman–Cousins
(FC) frequentist approach [57]. The implementation of the FC method in ROOSTATS [58] is
used to compute the interval. All the nuisance parameters (including #b) are profiled in order
to take into account the corresponding uncertainties (statistical and systematic). If the condition
R  1 is imposed, we obtain R > 0.955 at the 95% CL. Figure 7 summarizes the expected limit
bands for 68% CL, 95% CL, and 99.7% CL, obtained from the FC method. The expected limit
bands are determined from the distribution of the profile likelihood obtained from simulated
pseudo-experiments. The upper and lower acceptance regions constructed in this procedure
are used to determine the endpoints on the allowed interval for R. In the pseudo-experiments
the expected signal and background yields are varied using Poisson probability distributions
for the statistical uncertainties and Gaussian distributions for the systematic uncertainties. By
constraining |Vtb|  1, a similar procedure is used to obtain |Vtb| > 0.975 at the 95% CL.

6.4 Indirect measurement of the top-quark total decay width

The result obtained for R can be combined with a measurement of the single-top-quark pro-
duction cross section in the t-channel to yield an indirect determination of the top-quark total
width Gt. Assuming that Âq B(t ! Wq) = 1, then R = B(t ! Wb) and

Gt =
st-ch.

B(t ! Wb)
· G(t ! Wb)

stheor.
t-ch.

, (7)

where st-ch. (stheor.
t-ch. ) is the measured (theoretical) t-channel single-top-quark cross section and

G(t ! Wb) is the top-quark partial decay width to Wb. If we assume a top-quark mass
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Table 4: Summary of the systematic uncertainties affecting the measurement of R. The values
of the uncertainties are relative to the value of R obtained from the fit.

Source Uncertainty (%)
Experimental uncertainties:
#b 2.4
#q 0.4
ftt 0.1
DY 0.2
misidentified lepton 0.1
JER 0.5
JES 0.5
unclustered Emiss

T 0.5
integrated luminosity 0.2
pileup 0.5
simulation statistics 0.5
fcorrect 0.5
model calibration 0.2
selection efficiency 0.1
Theoretical uncertainties:
top-quark mass 0.9
top-quark pT 0.5
ME-PS 0.5
µR/µF 0.5
signal generator 0.5
underlying event 0.1
colour reconnection 0.1
hadronisation 0.5
PDF 0.1
t ! Wq flavour 0.4
|Vtd|/|Vts| <0.01
relative single-top-quark fraction (tW) 0.1
VV (theoretical cross section) 0.1
extra sources of heavy flavour 0.4
Total systematic 3.2

of 172.5 GeV, then the theoretical partial width of the top quark decaying to Wb is G(t !
Wb) = 1.329 GeV [3]. A fit to the b-tagged jet multiplicity distribution in the data is per-
formed, leaving Gt as a free parameter. In the likelihood function we use the theoretical pre-
diction for the t-channel cross section at

p
s = 7 TeV from Ref. [59] and the corresponding

CMS measurement from Ref. [25]. The uncertainties in the predicted and measured cross sec-
tions are taken into account as extra nuisance parameters in the fit. The uncertainty in the
theoretical cross section is parameterised by convolving a Gaussian function for the PDF uncer-
tainty with a uniform prior describing the factorisation and renormalisation scale uncertainties.
Some uncertainties in the experimental cross section measurement such as those from JES and
JER, b-tagging efficiency, µR/µF scales, and ME-PS threshold for tt production are fully corre-
lated with the ones assigned to the measurement of R. All others are summed in quadrature
and assumed to be uncorrelated. After performing the maximum-likelihood fit, we measure
Gt = 1.36 ± 0.02 (stat)+0.14

�0.11 (syst) GeV, in good agreement with the theoretical expectation [3].
The dominant uncertainty comes from the measurement of the t-channel cross section, as sum-
marized in Table 5.

BR(t→Wb)/BR(t→Wq) [q=b,s,d] 
measured in dilepton channel	



Depends on |Vtb| and Г(t)	



D0 reported tension with the SM  
prediction: 	



Parametrised in terms of b-tag multiplicity,  
b-tagging and misidentification efficiencies	



Best fit:  
Lower limit: 	



Combined with the t-channel single top 
production cross section to determine Гt :	



!

Results agree with theoretical expectations

PLB 736 (2014) 33
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Information about spin of the top quark 
transferred directly to decay products	



Can be altered by couplings to new 
particles in BSM models	



Asymmetry variables defined for 
polarisation:	



and spin correlation discrimination:

1

Measurements of spin correlations and polarization in the top quark–antiquark (tt) system
provide direct access to the properties of the bare top quark, as well as a test of the valid-
ity of perturbative quantum chromodynamics (QCD) in the tt production process [1]. Such
measurements are of particular interest given the anomalies in the tt forward-backward pro-
duction asymmetry observed at the Tevatron [2, 3]. The top-quark lifetime has been measured
as 3.29+0.90

�0.63 ⇥ 10�25 s [4], much shorter than the spin decorrelation time scale of mt/L2
QCD ⇡

10�21 s [5], where mt is the top-quark mass, measured as 173.20 ± 0.87 GeV [6], and LQCD is
the QCD scale parameter. Consequently, the information about the spin of the top quark at
production is transferred directly to its decay products and can be accessed from their angu-
lar distributions. In the standard model (SM), top quarks are produced with a small amount
of polarization arising from electroweak corrections to the QCD-dominated production pro-
cess. For models beyond the SM, couplings of the top quark to new particles can alter both the
polarization of the top quark and the amount of spin correlation in the tt system [7–9].

At the Large Hadron Collider (LHC), top quarks are produced abundantly, mainly in pairs. For
low tt invariant masses, the production is dominated by the fusion of pairs of gluons with the
same helicities, resulting in the creation of top-quark pairs with antiparallel spins. At larger
invariant masses, the dominant production is via the fusion of gluons with opposite helici-
ties, resulting in tt pairs with parallel spins. These have the same configuration as tt events
produced via qq annihilation [5].

In the decay tt ! `+nb`�nb, in the laboratory frame, the difference in azimuthal angles of
the charged leptons (Df`+`�) is sensitive to tt spin correlations and can be measured precisely
without reconstructing the full event kinematics [5]. The top-quark spin can also be studied
using q?` , which is the angle of a charged lepton in the rest frame of its parent top quark or
antiquark, measured in the helicity frame (i.e., relative to the direction of the parent quark in
the tt center-of-momentum frame). The CDF, D0, and ATLAS spin correlation and polarization
measurements used template fits to angular distributions and observed results consistent with
SM expectations [10–15]. In this analysis, the measurements are made using angular asymme-
try variables unfolded to the parton level, allowing direct comparisons between the data and
theoretical predictions.

The top-quark polarization P in the helicity basis is given by P = 2AP, where the asymmetry
variable AP is defined as

AP =
N [cos(q?` ) > 0]� N [cos(q?` ) < 0]

N
⇥
cos(q?` ) > 0

⇤
+ N

⇥
cos(q?` ) < 0

⇤ .

Here the number of events N is counted using the q?` measurements of both positively and
negatively charged leptons (q?`+ and q?`�), assuming CP invariance.

For tt spin correlations, the variable

ADf =
N(Df`+`� > p/2)� N(Df`+`� < p/2)
N(Df`+`� > p/2) + N(Df`+`� < p/2)

provides excellent discrimination between correlated and uncorrelated t and t spins, while the
variable

Ac1c2 =
N(c1c2 > 0)� N(c1c2 < 0)
N(c1c2 > 0) + N(c1c2 < 0)

,

where c1 = cos(q?`+) and c2 = cos(q?`�), provides a direct measure of the spin correlation coeffi-
cient Chel using the helicity angles of the two leptons in each event: Chel = �4Ac1c2 [16].
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Figure 1: Background-subtracted and unfolded differential cross sections for Df`+`� ,
cos(q?`+) cos(q?`�), and cos(q?` ). The error bars represent statistical uncertainties only, while the
systematic uncertainty band is represented by the hatched area. The bin contents are correlated
due to the unfolding.

Table 2: Parton-level asymmetries. The uncertainties in the unfolded results are statistical, sys-
tematic, and the additional uncertainty from the top-quark pT reweighting. The uncertainties
in the simulated results are statistical only, while the uncertainties in the NLO calculations for
correlated and uncorrelated tt spins come from scale variations up and down by a factor of
two. The prediction for Ac1c2 is exactly zero in the absence of spin correlations by construction.

Asymmetry Data (unfolded) MC@NLO NLO (SM, correlated) NLO (uncorrelated)

ADf 0.113 ± 0.010 ± 0.006 ± 0.012 0.110 ± 0.001 0.115+0.014
�0.016 0.210+0.013

�0.008
Ac1c2 �0.021 ± 0.023 ± 0.025 ± 0.010 �0.078 ± 0.001 �0.078 ± 0.006 0
AP 0.005 ± 0.013 ± 0.014 ± 0.008 0.000 ± 0.001 N/A N/A

correlations, and strongly disfavors the uncorrelated case.

In summary, this Letter presents measurements related to tt spin correlations and the top-quark
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Figure 1: Background-subtracted and unfolded differential cross sections for Df`+`� ,
cos(q?`+) cos(q?`�), and cos(q?` ). The error bars represent statistical uncertainties only, while the
systematic uncertainty band is represented by the hatched area. The bin contents are correlated
due to the unfolding.

Table 2: Parton-level asymmetries. The uncertainties in the unfolded results are statistical, sys-
tematic, and the additional uncertainty from the top-quark pT reweighting. The uncertainties
in the simulated results are statistical only, while the uncertainties in the NLO calculations for
correlated and uncorrelated tt spins come from scale variations up and down by a factor of
two. The prediction for Ac1c2 is exactly zero in the absence of spin correlations by construction.

Asymmetry Data (unfolded) MC@NLO NLO (SM, correlated) NLO (uncorrelated)

ADf 0.113 ± 0.010 ± 0.006 ± 0.012 0.110 ± 0.001 0.115+0.014
�0.016 0.210+0.013
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Ac1c2 �0.021 ± 0.023 ± 0.025 ± 0.010 �0.078 ± 0.001 �0.078 ± 0.006 0
AP 0.005 ± 0.013 ± 0.014 ± 0.008 0.000 ± 0.001 N/A N/A

correlations, and strongly disfavors the uncorrelated case.

In summary, this Letter presents measurements related to tt spin correlations and the top-quark
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Figure 1: Background-subtracted and unfolded differential cross sections for Df`+`� ,
cos(q?`+) cos(q?`�), and cos(q?` ). The error bars represent statistical uncertainties only, while the
systematic uncertainty band is represented by the hatched area. The bin contents are correlated
due to the unfolding.

Table 2: Parton-level asymmetries. The uncertainties in the unfolded results are statistical, sys-
tematic, and the additional uncertainty from the top-quark pT reweighting. The uncertainties
in the simulated results are statistical only, while the uncertainties in the NLO calculations for
correlated and uncorrelated tt spins come from scale variations up and down by a factor of
two. The prediction for Ac1c2 is exactly zero in the absence of spin correlations by construction.

Asymmetry Data (unfolded) MC@NLO NLO (SM, correlated) NLO (uncorrelated)

ADf 0.113 ± 0.010 ± 0.006 ± 0.012 0.110 ± 0.001 0.115+0.014
�0.016 0.210+0.013

�0.008
Ac1c2 �0.021 ± 0.023 ± 0.025 ± 0.010 �0.078 ± 0.001 �0.078 ± 0.006 0
AP 0.005 ± 0.013 ± 0.014 ± 0.008 0.000 ± 0.001 N/A N/A

correlations, and strongly disfavors the uncorrelated case.

In summary, this Letter presents measurements related to tt spin correlations and the top-quark
Indication of presence of spin correlation	



No indication of polarisation, in agreement 
with NLO SM prediction

1

Measurements of spin correlations and polarization in the top quark–antiquark (tt) system
provide direct access to the properties of the bare top quark, as well as a test of the valid-
ity of perturbative quantum chromodynamics (QCD) in the tt production process [1]. Such
measurements are of particular interest given the anomalies in the tt forward-backward pro-
duction asymmetry observed at the Tevatron [2, 3]. The top-quark lifetime has been measured
as 3.29+0.90

�0.63 ⇥ 10�25 s [4], much shorter than the spin decorrelation time scale of mt/L2
QCD ⇡

10�21 s [5], where mt is the top-quark mass, measured as 173.20 ± 0.87 GeV [6], and LQCD is
the QCD scale parameter. Consequently, the information about the spin of the top quark at
production is transferred directly to its decay products and can be accessed from their angu-
lar distributions. In the standard model (SM), top quarks are produced with a small amount
of polarization arising from electroweak corrections to the QCD-dominated production pro-
cess. For models beyond the SM, couplings of the top quark to new particles can alter both the
polarization of the top quark and the amount of spin correlation in the tt system [7–9].

At the Large Hadron Collider (LHC), top quarks are produced abundantly, mainly in pairs. For
low tt invariant masses, the production is dominated by the fusion of pairs of gluons with the
same helicities, resulting in the creation of top-quark pairs with antiparallel spins. At larger
invariant masses, the dominant production is via the fusion of gluons with opposite helici-
ties, resulting in tt pairs with parallel spins. These have the same configuration as tt events
produced via qq annihilation [5].

In the decay tt ! `+nb`�nb, in the laboratory frame, the difference in azimuthal angles of
the charged leptons (Df`+`�) is sensitive to tt spin correlations and can be measured precisely
without reconstructing the full event kinematics [5]. The top-quark spin can also be studied
using q?` , which is the angle of a charged lepton in the rest frame of its parent top quark or
antiquark, measured in the helicity frame (i.e., relative to the direction of the parent quark in
the tt center-of-momentum frame). The CDF, D0, and ATLAS spin correlation and polarization
measurements used template fits to angular distributions and observed results consistent with
SM expectations [10–15]. In this analysis, the measurements are made using angular asymme-
try variables unfolded to the parton level, allowing direct comparisons between the data and
theoretical predictions.

The top-quark polarization P in the helicity basis is given by P = 2AP, where the asymmetry
variable AP is defined as

AP =
N [cos(q?` ) > 0]� N [cos(q?` ) < 0]

N
⇥
cos(q?` ) > 0

⇤
+ N

⇥
cos(q?` ) < 0

⇤ .

Here the number of events N is counted using the q?` measurements of both positively and
negatively charged leptons (q?`+ and q?`�), assuming CP invariance.

For tt spin correlations, the variable

ADf =
N(Df`+`� > p/2)� N(Df`+`� < p/2)
N(Df`+`� > p/2) + N(Df`+`� < p/2)

provides excellent discrimination between correlated and uncorrelated t and t spins, while the
variable

Ac1c2 =
N(c1c2 > 0)� N(c1c2 < 0)
N(c1c2 > 0) + N(c1c2 < 0)

,

where c1 = cos(q?`+) and c2 = cos(q?`�), provides a direct measure of the spin correlation coeffi-
cient Chel using the helicity angles of the two leptons in each event: Chel = �4Ac1c2 [16].
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Figure 1: Background-subtracted and unfolded differential cross sections for Df`+`� ,
cos(q?`+) cos(q?`�), and cos(q?` ). The error bars represent statistical uncertainties only, while the
systematic uncertainty band is represented by the hatched area. The bin contents are correlated
due to the unfolding.

Table 2: Parton-level asymmetries. The uncertainties in the unfolded results are statistical, sys-
tematic, and the additional uncertainty from the top-quark pT reweighting. The uncertainties
in the simulated results are statistical only, while the uncertainties in the NLO calculations for
correlated and uncorrelated tt spins come from scale variations up and down by a factor of
two. The prediction for Ac1c2 is exactly zero in the absence of spin correlations by construction.

Asymmetry Data (unfolded) MC@NLO NLO (SM, correlated) NLO (uncorrelated)

ADf 0.113 ± 0.010 ± 0.006 ± 0.012 0.110 ± 0.001 0.115+0.014
�0.016 0.210+0.013

�0.008
Ac1c2 �0.021 ± 0.023 ± 0.025 ± 0.010 �0.078 ± 0.001 �0.078 ± 0.006 0
AP 0.005 ± 0.013 ± 0.014 ± 0.008 0.000 ± 0.001 N/A N/A

correlations, and strongly disfavors the uncorrelated case.

In summary, this Letter presents measurements related to tt spin correlations and the top-quark
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Figure 1: Background-subtracted and unfolded differential cross sections for Df`+`� ,
cos(q?`+) cos(q?`�), and cos(q?` ). The error bars represent statistical uncertainties only, while the
systematic uncertainty band is represented by the hatched area. The bin contents are correlated
due to the unfolding.

Table 2: Parton-level asymmetries. The uncertainties in the unfolded results are statistical, sys-
tematic, and the additional uncertainty from the top-quark pT reweighting. The uncertainties
in the simulated results are statistical only, while the uncertainties in the NLO calculations for
correlated and uncorrelated tt spins come from scale variations up and down by a factor of
two. The prediction for Ac1c2 is exactly zero in the absence of spin correlations by construction.

Asymmetry Data (unfolded) MC@NLO NLO (SM, correlated) NLO (uncorrelated)

ADf 0.113 ± 0.010 ± 0.006 ± 0.012 0.110 ± 0.001 0.115+0.014
�0.016 0.210+0.013

�0.008
Ac1c2 �0.021 ± 0.023 ± 0.025 ± 0.010 �0.078 ± 0.001 �0.078 ± 0.006 0
AP 0.005 ± 0.013 ± 0.014 ± 0.008 0.000 ± 0.001 N/A N/A

correlations, and strongly disfavors the uncorrelated case.

In summary, this Letter presents measurements related to tt spin correlations and the top-quark
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Beyond the Standard Model
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Flavour changing neutral current

30

Transition from a quark to a different-
flavour quark of the same charge:	



forbidden at tree level in the SM	



strongly suppressed in higher order 
diagrams 	



can be enhanced in NP models	



Search in trilepton t→Zq+Wb decays 
Z and W decay leptonically	



No evidence of FCNC found	



Combination with 7 TeV result excludes 
BR(t→Zq) > 0.05% (95% CL)

4

requirements are obtained from MC. The overall contribution from WZ plus ZZ and Drell–Yan
backgrounds is estimated to be 1.4 ± 0.1 (stat.) ± 0.3 (syst.) events. The expected yield from
ttW, ttZ, tbZ, and tt backgrounds is 1.7 ± 0.8 (stat.) ± 0.4 (syst.) events. The uncertainty of the
b-tagging efficiency, measured in control data samples, and the uncertainty on the top-quark
mass requirement, estimated with MC simulation, contribute to the systematic uncertainty.
The estimated background yields are summarized in Table 2 and show a good agreement with
those obtained from MC simulation. The background estimations from data are used for the
final results.
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Figure 2: Comparison between data and simulated events of the mZj (left), mWb (middle), and
2D scatter (right) distributions after the event selection prior to the top-quark mass require-
ments, which are shown as the dotted vertical lines (left, middle) and box (right). The data,
corresponding to an integrated luminosity of 19.7 fb�1, are represented by the points with er-
ror bars and the open histogram is the expected signal. The stacked solid histograms represent
the dominant backgrounds. The statistical uncertainties are not drawn. The last bin in each of
the left two plots contains all the overflow events.

Table 2: Expected number of signal t ! Zq events, background composition, and observed
events corresponding to an integrated luminosity of 19.7 fb�1 for all dilepton channels; back-
ground estimates included. The uncertainties in the background estimation include the statis-
tical and systematic components shown separately, in that order.

Process Estimation from data MC prediction
t ! Zq (B = 0.1%) — 6.4 ± 0.1 ± 1.3
WZ

1.4 ± 0.1 ± 0.3
0.9 ± 0.1 ± 0.3

ZZ < 0.1
Drell–Yan < 0.1
tt

1.7 ± 0.8 ± 0.4

0.7+1.1
�0.4 ± 1.2

ttZ 1.1 ± 0.1 ± 0.8
ttW 0.1 ± 0.1 ± 0.1
tbZ 0.3 ± 0.1 ± 0.2
Total background 3.1 ± 0.8 ± 0.8 3.2 ± 1.2 ± 1.5
Observed events 1 —

To calculate the expected upper limits, the systematic uncertainties from the dilepton trigger
efficiency, lepton selection efficiency [28], pileup modeling [34], b-jet tagging efficiency [33],
jet energy scale and missing transverse energy resolution [35] are included, with the b-jet tag-
ging efficiency being the dominant one for the background estimation. Additionally, several
sources of uncertainties in the signal yield are evaluated: the choice of PDFs, generator param-
eters, and uncertainty in the tt cross section. The major contributions come from the PDFs and
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corresponding to an integrated luminosity of 19.7 fb�1, are represented by the points with er-
ror bars and the open histogram is the expected signal. The stacked solid histograms represent
the dominant backgrounds. The statistical uncertainties are not drawn. The last bin in each of
the left two plots contains all the overflow events.

Table 2: Expected number of signal t ! Zq events, background composition, and observed
events corresponding to an integrated luminosity of 19.7 fb�1 for all dilepton channels; back-
ground estimates included. The uncertainties in the background estimation include the statis-
tical and systematic components shown separately, in that order.

Process Estimation from data MC prediction
t ! Zq (B = 0.1%) — 6.4 ± 0.1 ± 1.3
WZ

1.4 ± 0.1 ± 0.3
0.9 ± 0.1 ± 0.3

ZZ < 0.1
Drell–Yan < 0.1
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1.7 ± 0.8 ± 0.4

0.7+1.1
�0.4 ± 1.2

ttZ 1.1 ± 0.1 ± 0.8
ttW 0.1 ± 0.1 ± 0.1
tbZ 0.3 ± 0.1 ± 0.2
Total background 3.1 ± 0.8 ± 0.8 3.2 ± 1.2 ± 1.5
Observed events 1 —

To calculate the expected upper limits, the systematic uncertainties from the dilepton trigger
efficiency, lepton selection efficiency [28], pileup modeling [34], b-jet tagging efficiency [33],
jet energy scale and missing transverse energy resolution [35] are included, with the b-jet tag-
ging efficiency being the dominant one for the background estimation. Additionally, several
sources of uncertainties in the signal yield are evaluated: the choice of PDFs, generator param-
eters, and uncertainty in the tt cross section. The major contributions come from the PDFs and
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• CMS has rich program for quark related analyses	



• Provide precise test of the Standard Model	



• Allow searches for many NP effects	



• All analyses of top quark cross sections and properties show good 
agreement with SM predictions	



• Disagreement with NLO predictions in top quark pT distribution. 
Better agreement with approx. NNLO calculations	



• Most precise top mass obtained from the combination of 
2010-2012 CMS measurements: mt = 172.2 ± 0.1 ± 0.7 GeV	



• Many results on 8 TeV data approaching publication	



• Complete list of public CMS results at a dedicated page

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOP

